On the computational efficiency of the error estimator for Guyan reduction
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Abstract

An improved error estimator for Guyan reduction is presented for efficient calculation of the relative eigenvalue error. In this work, the original error estimator is simply redefined in the level of the component matrix by neglecting its component matrices that do not affect the performance of estimation. Consequently, a new simple formulation of the error estimator is developed. Compared with the original formulation, it leads to better computational efficiency without significant loss of the estimating accuracy. The performance of the present error estimator is demonstrated theoretically and numerically.
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1. Introduction

The dynamic response of the large finite element (FE) model is often approximated using reduced-order modeling techniques due to their computational efficiency [1–21]. In particular, dynamic condensation methods such as Guyan reduction and the IRS (Improved reduced system) method have been widely used for numerical–experimental model correlation, active vibration control, FE model updating, and parameter identification [1–9].

A major drawback of dynamic condensation methods was lack of an efficient error estimation technique to evaluate the reliability of the reduced model [22]. However, a novel error estimator was recently developed to accurately predict the relative eigenvalue error without the original eigenvalue, and its excellent performance was also verified with various numerical examples [23]. Because the error estimator is calculated using simple additions and multiplications of known matrices and vectors, its computational cost might be low. However, when the size of the original FE model is large, those matrix operation costs also become quite significant. Furthermore, due to its complicated formulation, there are lots of difficulties to extend it for the IRS method [5] and model reduction in non-classical damping systems.
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To handle this problem, in this study, the original formulation of the error estimator is explored at the component
matrix level, and we find which component matrices disappear or have minor effect in the error estimator.
Consequently, we are able to derive a much simpler formulation of the error estimator. To verify this computational
efficiency, we also study the specific operation counts of the original and present formulations.

In the following section, we first revisit Guyan reduction. In Section 3, the original error estimator is derived
again from the new point of view, and its characteristics are studied. In Section 4, we newly propose a well-defined
formulation of the original error estimator, and then its performance is tested using various numerical examples in
Section 5. The conclusions are given in Section 6.

2. Guyan reduction

In Guyan reduction [1], the original eigenvalue problem can be written

\[ Ku = \lambda M u, \quad u = \Phi q, \]  \hspace{1cm} (1)

with

\[ M = \begin{bmatrix} M_{11} & M_{12} \\ M_{21} & M_{22} \end{bmatrix}, \quad K = \begin{bmatrix} K_{11} & K_{12} \\ K_{21} & K_{22} \end{bmatrix}, \quad u = \begin{bmatrix} u_1 \\ u_2 \end{bmatrix}. \]  \hspace{1cm} (2)

where \( M \) and \( K \) are the mass and stiffness matrices of the original FE model, respectively, \( u \) is the displacement
vector, and \( \lambda \) is the original eigenvalue. Here, \( \Phi \) and \( q \) are the original eigenvector matrix and generalized coordinate
vector, respectively. In structural models, \( M \) and \( K \) are \( N \times N \) positive or semi-positive definite matrices. Here, \( N \)
the number of degrees of freedom (DOFs) in the original model. Subscripts 1 and 2 denote “master” and “slave”
DOFs, which mean dominant and residual DOFs [1,2]. Generally, the number of master DOFs, \( N_1 \), is a small portion
of total DOFs \( (N_1 \ll N_2 < N) \), and \( N_2 \) is the number of slave DOFs \( (N = N_1 + N_2) \). Master DOFs are only retained
in the final reduced model.

From the second row in Eq. (1), \( u_2 \) is expressed as

\[ u_2 = [K_{22} - \lambda M_{22}]^{-1} [\lambda M_{21} - K_{21}] u_1, \]  \hspace{1cm} (3)

and then, the inverse of \( [K_{22} - \lambda M_{22}] \) can be expanded as

\[ [K_{22} - \lambda M_{22}]^{-1} = K_{22}^{-1} + \lambda K_{22}^{-1} M_{22} K_{22}^{-1} + O(\lambda^2) + O(\lambda^3) + \cdots. \]  \hspace{1cm} (4)

Note that the expansion in Eq. (4) is valid if the eigenvalue \( \lambda \) is smaller than the smallest eigenvalue \( \sigma_1 \) obtained
from the eigenvalue problem \( [K_{22} - \sigma_1 M_{22}] \psi_i = 0 \) [24–26]. In Guyan reduction, this condition is generally satisfied
because master DOFs are selected to reflect lower modes of the original FE model well [25].

Neglecting the higher order terms of \( \lambda \) (more than 2nd order) in Eq. (4) and substituting it into Eq. (3), we have

\[ u_2 = [K_{22}^{-1} + \lambda K_{22}^{-1} M_{22} K_{22}^{-1}] [\lambda M_{21} - K_{21}] u_1. \]  \hspace{1cm} (5)

Using Eq. (5), the displacement vector \( u \) can be approximated as

\[ u \approx \tilde{u} = T_K u_1, \quad T_K = \begin{bmatrix} I \\ [K_{22}^{-1} + \lambda K_{22}^{-1} M_{22} K_{22}^{-1}] [\lambda M_{21} - K_{21}] \end{bmatrix}, \]  \hspace{1cm} (6)

in which \( \tilde{u} \) is the approximated displacement vector, and \( T_K \) was named as Kidder’s transformation matrix [3]. Here,
an overbar (\( \bar{\cdot} \)) denotes approximated quantities.

In Guyan reduction, its transformation matrix denoted by \( T_G \) is defined from \( T_K \) without considering \( \lambda \) and \( \lambda^2 \)
terms, and then the reduced matrices are calculated

\[ M_1 = T_G^T M T_G, \quad K_1 = T_G^T K T_G, \quad \text{and} \quad T_G = \begin{bmatrix} I \\ -K_{22}^{-1} K_{21} \end{bmatrix}, \]  \hspace{1cm} (7)

where \( M_1 \) and \( K_1 \) are reduced mass and stiffness matrices, respectively, and its eigenvalue problem can be written

\[ K_1 u_1 = \lambda M_1 u_1, \quad u_1 = \Phi_1 q_1. \]  \hspace{1cm} (8)
where $\tilde{\lambda}$ is the approximated eigenvalue, and $\Phi_1$ and $q_1$ are the eigenvector matrix and generalized coordinate vector in the reduced model, respectively.

Here, $T_K$ can be rewritten by the sum of the Guyan’s transformation matrix $T_G$ and the residual transformation matrix $T_r$ as

$$T_K = T_G + T_r, \quad T_r = \lambda T_r^{(1)} + \lambda^2 T_r^{(2)} \quad (9a)$$

with

$$T_r^{(1)} = \begin{bmatrix} 0 & K_{22}^{-1} M_{21} - K_{22}^{-1} M_{22} K_{22}^{-1} K_{21} \end{bmatrix}, \quad T_r^{(2)} = \begin{bmatrix} 0 & K_{22}^{-1} M_{22} K_{22}^{-1} M_{21} \end{bmatrix} \quad (9b)$$

where $T_r^{(1)}$ and $T_r^{(2)}$ are $\lambda$ and $\lambda^2$ terms of the residual transformation matrix, respectively. Due to these compensations, the $i$th original eigenvector $(\phi)_i$ is approximated more accurately in Kidder’s approach than in the original Guyan reduction as

$$(\phi)_i \approx (\bar{\phi})_i = T_K (\phi_1)_i = (T_G + T_r) (\phi_1)_i.$$ (10)

It is also important to note that, since $T_r^{(2)}$ is a higher order term of $\lambda$, it could be neglected for computational efficiency. This feature will be used to simplify the original formulation of the error estimator in Section 4.

3. Error estimator for Guyan reduction

In Guyan reduction, the accuracy of approximated eigenvalues calculated in Eq. (8) is generally evaluated as

$$\xi_i = \frac{\tilde{\lambda}_i - \lambda_i}{\lambda_i} - 1, \quad (11)$$

where $\xi_i$ denotes the $i$th relative eigenvalue error. However, Eq. (11) is impractical because the original eigenvalue $\lambda_i$ is calculated in the original eigenvalue problem.

To solve this problem, a novel technique was recently proposed to precisely estimate the relative eigenvalue error of Guyan reduction without the original eigenvalue $\lambda_i$ [23]. In this section, we briefly review the derivation procedure of the error estimator.

The original eigenvalue problem in Eq. (1) could be rewritten as

$$\frac{1}{\lambda_i} (\phi)_i^T K (\phi)_i = (\phi)_i^T M (\phi)_i.$$ (12)

The original eigenvalue $\lambda_i$ and the original eigenvector $(\phi)_i$ can be presented as

$$\lambda_i = \tilde{\lambda}_i - \delta \lambda_i,$$

$$(\phi)_i = (\bar{\phi})_i + (\delta \phi)_i,$$ (13a)

(13b)

in which $\delta \lambda_i$ and $(\delta \phi)_i$ are error terms of eigenvalue and eigenvector, respectively. Note that the approximated eigenvalue $\tilde{\lambda}_i$ is bigger than the original eigenvalue $\lambda_i$ in general, and thus $\delta \lambda_i$ is a positive value in Guyan reduction ($\tilde{\lambda}_i \geq \lambda_i$ and $\delta \lambda_i \geq 0$), see Refs. [26–29].

Substituting Eq. (13b) into Eq. (12), we have

$$\frac{1}{\lambda_i} (\bar{\phi})_i^T K (\bar{\phi})_i - (\bar{\phi})_i^T M (\bar{\phi})_i - \frac{1}{\lambda_i} (\delta \phi)_i^T K (\delta \phi)_i + (\delta \phi)_i^T M (\delta \phi)_i = 0,$$ (14)

and then, expanding Eq. (14) considering Eq. (10), the following equation is obtained

$$\frac{\tilde{\lambda}_i - 1}{\lambda_i} = \Pi (\lambda_i) + \delta \Pi (\lambda_i)$$ (15a)
with

$$II(\lambda_i) = (\bar{\psi}_1)^T [2T_G + \lambda_i T_r^{(1)} + \lambda_i^2 T_r^{(2)}] [\lambda_i M - K] [T_r^{(1)} + \lambda_i T_r^{(2)}] (q_1)_i, \quad \text{(15b)}$$

$$\delta II(\lambda_i) = (\delta \bar{\psi})^T \left[ \frac{1}{\lambda_i} K - M \right] (\delta \bar{\psi})_i, \quad \text{(15c)}$$

in which the left-hand side in Eq. (15a) is the relative eigenvalue error in Eq. (11). Hence, in Eq. (15), the relative eigenvalue error is described as two functions of \( \lambda_i \).

When the approximated eigensolutions are close enough to the exact original eigensolutions (that is, \( \lambda_i \approx \bar{\lambda}_i \) and \( (\bar{\psi})_i \approx (\bar{\phi})_i \)), it is possible to assume that

$$II(\lambda_i) \approx II(\bar{\lambda}_i), \quad II(\bar{\lambda}_i) \gg \delta II(\bar{\lambda}_i). \quad \text{(16)}$$

Then, using \( \bar{\lambda}_i \) instead of \( \lambda_i \) in Eq. (15a) and neglecting \( \delta II(\bar{\lambda}_i) \), the relative eigenvalue could be approximated as

$$\frac{\bar{\lambda}_i}{\lambda_i} - 1 \approx II(\bar{\lambda}_i). \quad \text{(17)}$$

Finally, using \( II(\bar{\lambda}_i) \) in Eq. (17), an error estimator \( \eta_i \) for the \( i \)th relative eigenvalue was defined as

$$\eta_i = (\bar{\psi}_1)^T [2T_G + \bar{\lambda}_i T_r^{(1)} + \bar{\lambda}_i^2 T_r^{(2)}] [\bar{\lambda}_i M - K] [T_r^{(1)} + \bar{\lambda}_i T_r^{(2)}] (q_1)_i. \quad \text{(18)}$$

Its performance was demonstrated using various numerical examples, and also the computational efficiency was briefly investigated in the previous study in Ref. [23].

In addition, the error estimator is neither upper nor lower bounds of the exact error. To develop the error estimator, the approximated eigenvalue \( \bar{\lambda}_i \) was used on the right-hand side in Eq. (15a) instead of the original eigenvalue \( \lambda_i \), which is an unknown value. Then, the following relation is obtained

$$II(\lambda_i) + \delta II(\lambda_i) \approx II(\bar{\lambda}_i) + \delta II(\bar{\lambda}_i). \quad \text{(19)}$$

Then, \( II(\lambda_i) \) is a polynomial of \( \lambda_i \), but \( \delta II(\lambda_i) \) is a fractional function of \( \lambda_i \). Therefore, we have

$$II(\lambda_i) \leq II(\bar{\lambda}_i), \quad \delta II(\lambda_i) \geq \delta II(\bar{\lambda}_i). \quad \text{(20)}$$

For this reason, it could not be theoretically verified whether the proposed error estimator \( \eta_i \) is an upper or lower bound of the relative eigenvalue error \( \xi_i \).

It is important to note that the proposed error estimator is fundamentally based on the assumptions: \( \lambda_i \approx \bar{\lambda}_i \) and \( (\bar{\psi})_i \approx (\bar{\phi})_i \). That is, the accuracy of the error estimator depends on the exact error value. In Ref. [23], it was investigated that, in numerical results, the estimation accuracy is quite good when the exact error is less than 0.1 (10% error). Hence, it is recommended to select an error tolerance level smaller than 0.1 for convincing the reliability of the error estimator.

For an additional investigation on this issue, we here further analyze \( \delta II(\bar{\lambda}_i) \) in Eq. (15c). The \( i \)th approximated eigenvector \( (\bar{\phi})_i \) can be defined by a linear combination of the original eigenvectors [16,17,29]

$$\bar{\phi}_i = \sum_{k=1}^{N} \alpha_k (\phi)_k, \quad \text{(21)}$$

where \( \alpha_k \) are coefficients for the linear combination.

When the approximated eigenvector is close enough to the original eigenvector, we can assume

$$\alpha_i \approx 1, |\alpha_i| \gg |\alpha_j - 1|, |\alpha_1|, |\alpha_2|, \ldots, |\alpha_{i-1}|, |\alpha_{i+1}|, \ldots, |\alpha_N|, \quad \text{(22)}$$

but, basically, values of \( \alpha_k \) depend on how well the master DOFs are selected.

Substituting Eq. (21) into Eq. (13b), \( (\delta \bar{\psi})_i \) can be expressed by

$$(\delta \bar{\psi})_i = (\bar{\psi})_i - \sum_{k=1}^{N} \alpha_k (\phi)_k, \quad \text{(23)}$$
in which the original eigenvectors \((\psi)_i\) and \((\psi)_j\) satisfy the mass-orthonormality and stiffness-orthogonality conditions: \((\psi)_i^T M(\psi)_j = \delta_{ij}\) and \((\psi)_i^T K(\psi)_j = \lambda_i \delta_{ij}\) with the Kronecker delta \(\delta_{ij} = 1\) if \(i = j\); otherwise, \(\delta_{ij} = 0\).

Using Eq. (23) in Eq. (15c) and applying the mass-orthonormality and stiffness-orthogonality conditions, \(\delta \Pi\) is represented by

\[
\delta \Pi = \sum_{k \neq i}^N \alpha_k^2 \left( \frac{\lambda_k}{\lambda_i} - 1 \right),
\]  

(24)

where \(\lambda_i\) and \(\lambda_k\) are the original eigenvalues calculated from the original FE model. In Eq. (24), it is easily identified that \(\delta \Pi\) is not only a master DOFs-dependent but also a problem-dependent quantity. That is, the reliability of the error estimator depends on how well the master DOFs are selected and dynamic characteristics of the original FE model.

When \(\lambda_c\) is a cut-off eigenvalue to select master DOFs, Guyan reduction is valid for \(\lambda < \lambda_c\). In this validity domain, Guyan reduction gives well approximated eigensolutions. The proposed error estimator is derived for Guyan reduction using Kidder’s approach, and both Guyan reduction and Kidder’s approach are valid for \(\lambda < \lambda_c \approx \sigma_1\) [24–26]. Therefore, the validity domain of the proposed error estimator is basically the same to that of Guyan reduction. However, due to the assumptions \(\lambda_i \approx \bar{\lambda}_i\) and \((\psi)_i \approx (\bar{\psi})_i\), the reliability of the proposed error estimator depends on the accuracy of eigensolutions approximated by Guyan reduction within the validity domain. Since lower modes are more accurately approximated in Guyan reduction, the proposed error estimator provides better accuracy for lower modes \((\lambda \ll \lambda_c)\). The reliability of the proposed error estimator will be numerically studied in Section 5.4.

In addition, since \(\lambda_i\) is only an unknown variable in Eq. (17), we could correct \(\bar{\lambda}_i\) using the relation: \(\lambda_i \approx \bar{\lambda}_i/(1 + \eta_i)\). This is a simple correction technique of the approximated eigenvalues. This point will be also discussed through numerical examples.

### 4. Simplified formulation of the error estimator

Although the error estimator in Eq. (18) is calculated by simple matrix additions and multiplications, it is difficult to handle when the FE model size is very large. Furthermore, the original formulation of the error estimator is relatively complicated. To handle this problem, we here propose a simplified formulation of the error estimator.

Expanding Eq. (18), the error estimator can be rewritten as

\[
\eta_i = -2(\psi)_i^T T_G^T K (T_r)^{(1)} (\psi)_i + \bar{\lambda}_i (\psi)_i^T [2T_G^T M T_r^{(1)} - 2T_G^T K T_r^{(2)} - T_r^{(1)T} K T_r^{(1)}] (\psi)_i + \Theta (\bar{\lambda}^2) + \Theta (\bar{\lambda}^3) + \Theta (\bar{\lambda}^4),
\]  

(25)

and then, neglecting the higher order terms of \(\bar{\lambda}\), the error estimator is approximated as the 0th and 1st order terms of \(\bar{\lambda}\)

\[
\eta_i \approx -2(\psi)_i^T T_G^T K (T_r)^{(1)} (\psi)_i + \bar{\lambda}_i (\psi)_i^T [2T_G^T M T_r^{(1)} - 2T_G^T K T_r^{(2)}] (\psi)_i.
\]  

(26)

Eq. (26) contains four matrices as \(T_G^T K (T_r)^{(1)}\), \(T_G^T M T_r^{(1)}\), \(T_G^T K (T_r)^{(2)}\) and \(T_r^{(1)T} K T_r^{(1)}\). Those matrices are specifically written in the component matrix level using Eqs. (2), (7) and (9), and then, the following relations are obtained

\[
T_G^T M T_r^{(1)} = T_r^{(1)T} K T_r^{(1)}, \quad T_G^T K (T_r)^{(2)} = 0, \quad T_G^T K (T_r)^{(1)} = 0.
\]  

(27)

Consequently, using Eqs. (26) and (27), a new formulation of the error estimator, which is much simpler and more efficient than the original formulation, can be defined as

\[
\eta_i \approx \bar{\lambda}_i (\psi)_i^T T_r^{(1)T} K T_r^{(1)} (\psi)_i.
\]  

(28)

Eq. (28) is an approximated formulation of the original error estimator in Eq. (18), but its estimating accuracy might be almost the same as the original one because the insignificant higher order terms of \(\bar{\lambda}\) in Eq. (18) are neglected.

To verify the computational efficiency of the proposed formulation in Eq. (28), we investigated its operation count theoretically, and also compared it with the count of the original formulation in Eq. (18). The computational costs of the original and present formulations are composed of default and incremental operations. In this paper, the default
Table 1
Comparison of the error estimators.

<table>
<thead>
<tr>
<th></th>
<th>Kim and Lee [23]</th>
<th>Present</th>
</tr>
</thead>
<tbody>
<tr>
<td>Formulation</td>
<td>((\psi_1)^T [2T_G + \tilde{\lambda}_i T_r^{(1)} + \tilde{\lambda}_i^2 \eta_r^{(2)}]^T )</td>
<td>(\eta_i \approx \tilde{\lambda}_i \chi_i \cdot \psi_i) with</td>
</tr>
<tr>
<td></td>
<td>([\tilde{\lambda}_i M - K] <a href="%5Cpsi_1">T_r^{(1)} + \tilde{\lambda}_i T_r^{(2)}</a>]_i )</td>
<td>(\chi_i = T_r^{(1)}(\psi_1)_i, \psi_i = K(\chi)_i.)</td>
</tr>
<tr>
<td>Operation counts</td>
<td>Default</td>
<td>(4(N_1 N_2 N + N_1^2 N + 2N_1^2 N_2))</td>
</tr>
<tr>
<td>Increment</td>
<td>(12n(N_1^2 + N_1 + 2))</td>
<td>(n(N_2^2 + 2N_1 N_2 + N_2 + 1))</td>
</tr>
</tbody>
</table>

Table 2
Exact and estimated eigenvalue errors in the cylindrical panel problem.

<table>
<thead>
<tr>
<th>Mode number</th>
<th>(a) Case of 59 nodes selected in uniform mesh</th>
<th>(b) Case of 41 nodes selected in distorted mesh</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Exact</td>
<td>Estimated</td>
</tr>
<tr>
<td></td>
<td>Kim and Lee [23]</td>
<td>Present</td>
</tr>
<tr>
<td>1</td>
<td>1.563E−04</td>
<td>1.563E−04</td>
</tr>
<tr>
<td>2</td>
<td>1.010E−03</td>
<td>1.012E−03</td>
</tr>
<tr>
<td>3</td>
<td>1.688E−03</td>
<td>1.687E−03</td>
</tr>
<tr>
<td>4</td>
<td>3.459E−03</td>
<td>3.455E−03</td>
</tr>
<tr>
<td>5</td>
<td>3.738E−03</td>
<td>3.733E−03</td>
</tr>
<tr>
<td>6</td>
<td>7.738E−03</td>
<td>7.721E−03</td>
</tr>
<tr>
<td>7</td>
<td>9.195E−03</td>
<td>9.170E−03</td>
</tr>
<tr>
<td>8</td>
<td>1.112E−02</td>
<td>1.108E−02</td>
</tr>
<tr>
<td>9</td>
<td>1.327E−02</td>
<td>1.321E−02</td>
</tr>
<tr>
<td>10</td>
<td>1.621E−02</td>
<td>1.614E−02</td>
</tr>
<tr>
<td>11</td>
<td>2.156E−02</td>
<td>2.144E−02</td>
</tr>
<tr>
<td>12</td>
<td>2.223E−02</td>
<td>2.212E−02</td>
</tr>
<tr>
<td>13</td>
<td>2.941E−02</td>
<td>2.915E−02</td>
</tr>
<tr>
<td>14</td>
<td>2.398E−02</td>
<td>2.384E−02</td>
</tr>
</tbody>
</table>

operation is the multiplication between known matrices, and its results are stored in memory. That is, \(T_r^{(1)^T} K T_r^{(1)}\) in Eq. (28) is calculated at once and stored. In addition, since \(\tilde{\lambda}_i\) and \((\psi_1)_i\) are changed depending on global mode numbers, matrix–vector, vector–vector and scalar product operations are added in each global mode number, and it is defined as an incremental operation.
Fig. 2. Selected nodes in the cylindrical panel problem. (a) 59 nodes in uniform mesh and (b) 41 nodes in distorted mesh. At each selected node, all DOFs are considered as master DOFs.

Table 3
Computational costs of the error estimators in the cylindrical panel problem (59 nodes in uniform mesh, see Fig. 2(a)). 29 global modes are considered here ($n = 29$).

<table>
<thead>
<tr>
<th>Operation count</th>
<th>Kim and Lee [23]</th>
<th>Present (using Eq. (29))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>6.634E+09</td>
<td>1.285E+08</td>
</tr>
<tr>
<td>Computing time</td>
<td>0.563704 s</td>
<td>0.011271 s</td>
</tr>
</tbody>
</table>

Table 4
Comparisons of eigenvalues in the cylindrical panel problem.

<table>
<thead>
<tr>
<th>Mode number</th>
<th>(a) Case of 59 nodes selected in uniform mesh</th>
<th>(b) Case of 41 nodes selected in distorted mesh</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\lambda_i$ Exact</td>
<td>$\lambda_i/(1 + \eta_i)$ Correct</td>
</tr>
<tr>
<td>2</td>
<td>3.727E+05</td>
<td>3.730E+05</td>
</tr>
<tr>
<td>3</td>
<td>5.904E+05</td>
<td>5.914E+05</td>
</tr>
<tr>
<td>4</td>
<td>1.218E+06</td>
<td>1.222E+06</td>
</tr>
<tr>
<td>5</td>
<td>1.250E+06</td>
<td>1.255E+06</td>
</tr>
<tr>
<td>6</td>
<td>2.970E+06</td>
<td>2.993E+06</td>
</tr>
<tr>
<td>7</td>
<td>3.359E+06</td>
<td>3.390E+06</td>
</tr>
<tr>
<td>8</td>
<td>3.912E+06</td>
<td>3.956E+06</td>
</tr>
<tr>
<td>9</td>
<td>4.530E+06</td>
<td>4.590E+06</td>
</tr>
<tr>
<td>10</td>
<td>6.495E+06</td>
<td>6.600E+06</td>
</tr>
<tr>
<td>12</td>
<td>1.024E+07</td>
<td>1.047E+07</td>
</tr>
<tr>
<td>13</td>
<td>1.190E+07</td>
<td>1.225E+07</td>
</tr>
<tr>
<td>14</td>
<td>1.244E+07</td>
<td>1.274E+07</td>
</tr>
</tbody>
</table>
Fig. 3. Exact and estimated relative eigenvalue errors in the cylindrical panel problem. (a) 59 nodes selected in uniform mesh and (b) 41 nodes selected in distorted mesh.

\( \mathbf{K} \) and \( \mathbf{T}_r^{(1)} \) are \( N \times N \) and \( N \times N_1 \) matrices, respectively. Hence, the matrix–matrix product operation of \( \mathbf{K} \mathbf{T}_r^{(1)} \) is \( N^2 N_1 \) in general. However, since, in Eq. (9b), \( \mathbf{T}_r^{(1)} \) has a \( N_1 \times N_1 \) block matrix with zero components, the operation count of \( \mathbf{K} \mathbf{T}_r^{(1)} \) is reduced to \( N_1^2 N_2 N \). Consequently, the operation count of \( \mathbf{T}_r^{(1)T} \mathbf{K} \mathbf{T}_r^{(1)} \) that is the default operation of the present formulation in Eq. (28) is calculated by \( N_1 N_2 N + N_1^2 N_2 \). Similarly, the default operation count of the original formulation in Eq. (18) is also calculated by \( 4(N_1 N_2 N + N_1^2 N + 2N_1^2 N_2) \). This is more than four times larger than the default operation count of the present formulation.

In Eqs. (18) and (28), the default operations make \( N_1 \times N_1 \) matrices only. Hence, their matrix–vector and vector–vector product operation counts are \( N_1^2 \) and \( N_1 \), respectively. When we assume that the number of the global mode is \( n \), the incremental operation counts in Eqs. (18) and (28) are calculated as \( 12n(N_1^2 + N_1 + 2) \) and \( n(N_1^2 + N_1 + 1) \), respectively. It should be noted that \( N_1 \) is much smaller than \( N \) and \( N_2 \), and also that \( n \) might be smaller than \( N_1 \) in general. Therefore, the incremental operation count is not significant in the total computational cost. Considering those operation counts, we can conclude that the present error estimator is more efficient than the original error estimator.
Fig. 4. Hyperboloid panel problem.

Fig. 5. Selected nodes in the hyperboloid panel problem. (a) 16 nodes selected by the DOFs selection criterion [24,25] and (b) 16 nodes selected badly. At each selected node, all DOFs are considered as master DOFs.
Table 5
Computational costs of the error estimators in the hyperboloid panel problem (16 nodes selected by the DOFs selection criterion, see Fig. 5(a)). 15 global modes are considered here (n = 15).

<table>
<thead>
<tr>
<th></th>
<th>Kim and Lee [23]</th>
<th>Present (using Eq. (29))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operation count</td>
<td>1.551E+09</td>
<td>6.767E+07</td>
</tr>
<tr>
<td>Computation time</td>
<td>0.141025 s</td>
<td>0.006405 s</td>
</tr>
</tbody>
</table>

Table 6
Computational costs of the error estimators in the shaft–shaft interaction problem (39 nodes selected, see Fig. 10(a)). 20 global modes are considered here (n = 20).

<table>
<thead>
<tr>
<th></th>
<th>Kim and Lee [23]</th>
<th>Present (using Eq. (29))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operation count</td>
<td>6.800E+09</td>
<td>2.447E+08</td>
</tr>
<tr>
<td>Computation time</td>
<td>0.580685 s</td>
<td>0.015101 s</td>
</tr>
</tbody>
</table>

Fig. 6. Exact and estimated relative eigenvalue errors in the hyperboloid panel problem. (a) 16 nodes selected by the DOFs selection criterion [24,25] and (b) 16 nodes selected badly.
Fig. 7. Selected nodes in the hyperboloid panel problem. (a) 8 nodes selected when $f_c = 600$ Hz and (b) 50 nodes selected when $f_c = 1000$ Hz. At each selected node, all DOFs are considered as master DOFs.

In addition, for better computational efficiency of the proposed error estimator, Eq. (28) could be obtained using the vector operation as follows:

$$\eta_i \approx \bar{\lambda}_i \chi^T_i \cdot \psi_i \quad \text{(29a)}$$

with

$$\chi_i = T_i^{(1)} (q_1)_i, \quad \psi_i = K (\chi)_i. \quad \text{(29b)}$$

Note that Eq. (29) does not have the default operation, and its total operation count (only the incremental operation count) is $n(N_2^2 + 2N_1 N_2 + N_2 + 1)$. When $n$ is not extremely large as is usual in engineering practice, Eq. (28) makes much smaller value than the total operation count of Eq. (28), $N_1 N_2 N + N_1^2 N_2 + n(N_1^2 + N_1 + 1)$. Since the lower global modes, generally 10 to 40 modes, are only considered in engineering practice, Eq. (29) is quite reasonable to efficiently predict the exact error. The comparison of the original and present error estimators is presented in Table 1.

5. Numerical examples

In this section, we report the performance of the simplified error estimator, and we also compare it with the original error estimator. For the numerical study, we consider three shell structural problems: cylindrical panel, hyperboloid panel, and shaft–shaft interaction problems [30,31]. Specifically, the computational costs of the error estimators are explored. The operation counts are calculated using Table 1 based on the full matrix operation, and the computing time is obtained using MATLAB in a personal computer (Intel Core (TM) i7-4770, 3.40 GHz CPU, 16GB RAM).

5.1. Cylindrical panel problem

We here consider a cylindrical panel problem with free boundary condition, see Fig. 1. Length $L$ is 0.8 m, radius $R$ is 0.5 m, and thickness $h$ is 0.005 m. Young’s modulus $E$ is 69 GPa, Poisson’s ratio $\nu$ is 0.35, and density $\rho$ is 2700 kg/m$^3$. Two numerical cases, with 59 nodes selected in a $24 \times 16$ uniform mesh ($N = 2125$), and 41 nodes in a $16 \times 16$ distorted mesh ($N = 1445$), are considered as shown in Fig. 2. Fig. 3 shows that the simplified error estimator also estimates well the exact relative eigenvalue error, as does the original error estimator. The exact and estimated
relative eigenvalue errors are presented in Table 2. The total operation counts and computing times are also calculated in the first numerical case, and those details are presented in Table 3. The numerical result clearly shows the improved efficiency of the present error estimator.

We here examine a simple correction technique for the approximated eigenvalues using $\lambda_i \approx \tilde{\lambda}_i/(1 + \eta_i)$ derived from Eq. (17). Table 4 shows that the corrected eigenvalues are more accurate than the approximated eigenvalues $\tilde{\lambda}_i$.

5.2. Hyperboloid panel problem

The estimating performance of the proposed error estimator is tested using a hyperboloid panel, see Fig. 4. No boundary condition is imposed. Height $H$ and thickness $h$ are 4 m and 0.005 m, respectively. Its mid-surface is defined by

$$x^2 + y^2 = 2 + z^2; \quad z \in [-2, 2].$$  \hspace{1cm} (30)

Its material properties are the same as with the cylindrical panel problem. It is modeled by a $24 \times 16$ mesh of shell finite elements ($N = 2125$).

To investigate the effect of the master DOFs selection, we here employ two different ways. First, a well-known DOFs selection criterion using the ratio of the diagonal terms of mass and stiffness matrices ($K_{ii}/M_{ii}$) is
employed [32,33], see Fig. 5(a), and, to exemplify a badly selected case, the master nodes are arbitrarily selected as shown in Fig. 5(b). Only 16 master nodes ($N_1 = 80$) are selected in the two numerical cases.

When the master DOFs are selected well, both error estimators accurately estimate the exact error, see Fig. 6(a). However, when the master DOFs are badly selected, the present error estimator exhibits more accuracy than the original error estimator, see Fig. 6(b). Numerical results notably show that the error estimators are neither upper nor lower bounds of the exact error. In addition, in Table 5, the total computational costs of the first numerical case are specifically presented, and this directly implies the efficiency of the present error estimator.

In addition, we examine the performance of the error estimator by varying the cut-off frequency $f_c$, that is, varying the number of the master DOFs. We here consider $f_c = 600$ Hz and $f_c = 1000$ Hz, and then the master DOFs are selected as presented in Fig. 7. Numerical results show that the error estimation performance becomes more accurate in relatively higher global modes when the number of the master DOFs increases, see Fig. 8.

5.3. Shaft–shaft interaction problem

We here consider a complicated FE model that represents two connected cylindrical shafts with different radius ($R_1 = 0.0$ m and $R_2 = 0.0075$ m), see Fig. 9. Fillets, a radius 0.002 m, are used in the interface of two shafts, and no boundary condition was imposed. Height $H$ and thickness $h$ are 0.08 m and 0.0005 m, respectively. Young’s modulus $E$ is 207 GPa, Poisson’s ratio $\nu$ is 0.29, and density $\rho$ is 2700 kg/m$^3$. The model includes 555 nodes and 534 shell finite elements ($N = 2775$).

We consider two differently selected master DOFs (39 nodes and 70 nodes), see Fig. 10. The numerical results in Fig. 11 and Table 6 show that the proposed error estimator is accurate and efficient. In Fig. 12, we compare the
Fig. 10. Selected nodes of the shaft–shaft interaction problem. (a) 39 nodes and (b) 70 nodes. At each selected node, all DOFs are considered as master DOFs.

Table 7
Differences between the exact and estimated errors when $\xi_i \leq 0.1$ (10% error).

| Case                  | $\sigma_1          | \max(\tilde{\lambda}_i)$ when $\xi_i \leq 0.1$ | Mode number when $\max(\tilde{\lambda}_i)$ | $\max\left(\frac{|\xi_i - \eta_i|}{\xi_i}\right)$ |
|-----------------------|---------------------|-----------------------------------------------|---------------------------------------------|-----------------------------------------------|
| Cylindrical panel     |                     |                                               |                                             |                                               |
| (a)                   | 1.861E+08           | 5.034E+07                                    | 29                                          | 7.553E–02                                     |
| (b)                   | 1.359E+07           | 7.595E+06                                    | 10                                          | 1.059E–01                                     |
| Hyperboloid panel     |                     |                                               |                                             |                                               |
| (a)                   | 2.201E+04           | 4.593E+03                                    | 7                                           | 4.826E–02                                     |
| (b)                   | 3.914E+03           | 2.968E+02                                    | 3                                           | 2.222E–02                                     |
| (c)                   | 8.297E+03           | 2.784E+03                                    | 6                                           | 5.948E–02                                     |
| (d)                   | 3.147E+04           | 2.504E+04                                    | 10                                          | 1.376E–01                                     |
| Shaft-shaft interaction |                  |                                               |                                             |                                               |
| (a)                   | 4.159E+10           | 1.443E+10                                    | 14                                          | 9.569E–02                                     |
| (b)                   | 1.185E+11           | 3.085E+10                                    | 27                                          | 1.537E–01                                     |

To investigate the reliability of the error estimator, we consider exact and estimated relative eigenvalue errors obtained in all the numerical examples. Then, 733 data samples are plotted in Fig. 13. Table 7 summarizes the maximum relative error of the exact and estimated eigenvalue errors as $\max(|\xi_i - \eta_i|/\xi_i)$ and the inequality $\tilde{\lambda}_i < \sigma_1$. Those numerical results show that the proposed error estimator works well when the exact error $\xi_i$ is less than 0.1 (10% error).

5.4. On the reliability of the error estimator

Through various numerical examples considered in this study, it was observed that the exact error increases according to the global mode number. Then, the estimated errors are diverged from the exact errors. The basic assumptions of the proposed error estimator ($\lambda_i \approx \tilde{\lambda}_i$ and $(\mathbf{q})_i \approx (\tilde{\mathbf{q}})_i$) become poor when $\tilde{\lambda}_i$ is close to $\sigma_1$ (that is, in relatively higher global modes).

To investigate the reliability of the error estimator, we consider exact and estimated relative eigenvalue errors obtained in all the numerical examples. Then, 733 data samples are plotted in Fig. 13. Table 7 summarizes the maximum relative error of the exact and estimated eigenvalue errors as $\max(|\xi_i - \eta_i|/\xi_i)$ and the inequality $\tilde{\lambda}_i < \sigma_1$. Those numerical results show that the proposed error estimator works well when the exact error $\xi_i$ is less than 0.1 (10% error).
It is interesting to show the relation between $\xi_i$ and $|\xi_i - \eta_i|$ using the least squares fitting

$$
|\xi_i - \eta_i| = 0.2347 (\xi_i)^{1.7339},
$$

and the coefficient of determination, $R$ squared value, is close to 1 ($R^2 = 0.9049$), see Fig. 14.

6. Conclusions

Recently, we developed a novel error estimator for Guyan reduction to precisely predict the relative eigenvalue error [20]. Based on this work, we here propose a simplified formulation of the error estimator to improve its computational efficiency. The new formulation was developed from the original formulation by deriving the original formulation at the component matrix level and neglecting the higher order terms. The resulting formulation exhibits the same level of the estimating accuracy, but its computational cost is much cheaper than the original formulation. We here verified the estimating accuracy using various numerical examples, and also investigated its computational costs theoretically and numerically.

Due to the complicated formulation of the original error estimator [23], it is difficult to use for developing error estimators of the improved reduced system (IRS) method [5] and its iterative techniques (iE., the iterative IRS method
Fig. 12. Operation counts of Eqs. (28) and (29) in the shaft–shaft interaction problem (39 nodes selected).

Fig. 13. Exact vs. estimated eigenvalue errors in all the numerical examples considered.

and the iterative order reduction (IOR) method [6–8,34]). However, the present work can give valuable insights to develop those error estimators, and also could be extended for the non-proportional damped system.
Fig. 14. Exact eigenvalue error vs. gap between the exact and estimated errors in all the numerical examples considered.
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