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초 록 

본 연구는 실시간 변형 추정을 위한 가상 측정 방법을 다룬다. 가상 측정이란 구조물의 유한요소

모델 및 최소제곱법, 구조물로부터 측정된 실제 응답을 이용해 측정되지 않은 지점에 대한 변형

을 추정하는 것이며, 결국 구조물 전 영역에 대한 변형을 추정할 수 있다. 이러한 가상 측정은 

구조 건전성 모니터링 및 구조분야의 디지털 트윈을 위한 기반기술로써 활용될 수 있다. 본 연구

는 모드 기반의 가상 측정을 사용하며 유한요소법을 이용해 그 절차를 정식화한다. 정규화 기법

을 적용한 개선된 가상 측정 절차를 제안하고, 고정식 해양 구조물에 적용하여 그 성능을 평가한

다. 또한, 구조물의 운용 하중을 고려하여 가상 측정을 위한 기저 벡터 개수 선정 가이드 및 새

로운 센서 배치 방법을 제시한다. 제안된 방법은 수치 실험을 통해 그 성능이 평가된다. 

 

핵 심 낱 말 가상 측정, 구조 건전성 모니터링, 디지털 트윈, 실시간, 유한요소법, 모드중첩법, 

정규화, 센서 배치 

 

Abstract 

This research is related to virtual sensing for real-time deformation estimation. Virtual sensing is a technique that 

can estimate the structural responses at unmeasured region, and eventually in the full-field region of the structure 

using the finite element model of the structure, least squares method, and structural response measured from sensors. 

Virtual sensing can be utilized as a fundamental technology for structural health monitoring and digital twins in 

structural engineering. This study uses mode-based virtual sensing and suggest comprehensive virtual sensing 

formulation based on finite element method. An improved virtual sensing procedure with the regularization 

technique is proposed, and its performance is evaluated by applying it to a fixed offshore structure. In addition, we 

present guidelines for determining the numbers of basis vectors and propose a novel sensor placement method 

considering operational loads of the structure. The performance of the proposed methods is evaluated through 

numerical experiments. 

 

Keywords Virtual sensing, Structural Health Monitoring, Digital twin, Real-time, FEM, Mode superposition, 

Regularization, Sensor placement 
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Chapter 1. Introduction 

 

This research focuses on virtual sensing for real-time deformation estimation of the structure in the full-field 

region. Virtual sensing is a technique that can estimate the structural responses at unmeasured region using the 

finite element (FE) model, least square method, and a limited number of sensors [1-8]. 

 

Virtual sensing can estimate the structural response of the full-field region with a limited number of sensors. This 

means the response inside material or in areas with extreme conditions can be estimated too. By performing virtual 

sensing using data with a high signal-to-noise ratio, it is possible to measure structural response in a wider range 

and more precisely than actual sensing. In addition, through the use of real-time virtual sensing, various 

operational information about the structure can be acquired for structural diagnosis such as fatigue life monitoring 

as well as future design optimization [9, 10]; thus, virtual sensing is one of the fundamental techniques for the 

Structural Health Monitoring (SHM) and digital twin [11-16]. 

 

The mode superposition approach has been commonly used in virtual sensing which utilizes the displacement 

modes of the structure obtained from the FE model to estimate responses at unmeasured region. In virtual sensing 

based on mode superposition, the use of FE model and method is essential. Thus, the complete formulation of a 

virtual sensing based on FE method is necessary. In addition, virtual sensing using a conventional least square 

regression scheme can cause overfitting to input responses. Therefore, improved virtual sensing procedures are 

required. Signal division considering frequency of the response and regularization for generalized coordinates can 

solve these problems and improve the virtual sensing performance. In the early days, related studies were 

conducted for relatively simple structures such as beams or plates. It is necessary to confirm whether mode-based 

virtual sensing is effective for general structures in the operational loading conditions of the structure. 

 

The measurement of the structural response by sensors establishes a connection between the physical structure 

and its digital twin, the corresponding FE model of the structure. Since the results of virtual sensing vary 

depending on the basis and sensor placement, basis selection and sensor placement are very important in virtual 

sensing [17-19]. When constructing a virtual sensing system, the number of basis vectors and sensor placement 

need to be carefully determined. They have been determined by the engineering insight without specific guidelines. 

Additionally, because structures are designed considering specific operational loads, sensor placement that 

consider these operational loads improve the accuracy and reliability of virtual sensing. Existing sensor placement 

methods, however, do not consider these operational conditions and determine sensor placement by considering 

only the characteristics of basis vectors. 
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The objective of this dissertation is developing and improving a virtual sensing method for real-time deformation 

estimation. First, virtual sensing procedure for real-time strain field estimation of structures is presented based on 

FE formulation with a signal division and a regularization scheme for accurate and robust estimation. The virtual 

sensing with the proposed methods is applied to a lab-scale jacket structure for experimental validation and their 

performance is evaluated. Second, a guideline for the numbers of basis vectors and novel sensor placement method 

considering operational loads of the structure are proposed for efficient and practical usage of the virtual sensing.  

 

In Chapter 2, the complete FE formulation for strain-based virtual sensing is derived with signal division and 

corresponding multi-basis sets and a regularization scheme for the generalized coordinates is proposed. This study 

details the selection of displacement modes and the processing of strain signals for a lab-scale jacket structure, 

one of fixed offshore platforms, under wave loading. Virtual sensing is performed to the jacket structure according 

to the proposed procedure. The experimental setup and results are presented for the validation of the proposed 

method. Then, the accuracy of deformation estimation of virtual sensing is evaluated.  

 

In Chapter 3, a guideline for determining proper number of basis vectors is presented. The numbers of basis 

vectors determined by the proposed method guarantee the target performance of the virtual sensing. In addition, 

a new sensor placement method considering operational loads of the structure is proposed for the better sensor 

placement. The proposed method determines the sensor placement providing high virtual sensing accuracy 

regardless of target structure even in limited sensor installation conditions and preventing overfitting in the 

deformation estimation. Finally, the proposed method is applied to various numerical examples and its 

performance is confirmed by comparing it with existing sensor placement methods.  

 

In Chapter 4, conclusions of this research and future works for better virtual sensing are drawn. 
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Chapter 2. Mode-based virtual sensing 

 

2.1 Introduction 

 
Large structures are usually operated for a long period once installed and costs expensively in design and 

installation. In particular, structures such as plants, nuclear power plants, and offshore structures have a problem 

in that maintenance is difficult under operating conditions. In addition, according to a survey by the EU, over 38% 

of all European fixed offshore structures are operating beyond their design life necessitating fatigue life 

management and SHM for life extension. The number of structures that have exceeded the initial design lifetime 

will increase a lot rapidly in decades [16]. This scenario is not limited only to offshore platforms; similar situations 

are also present in various structural types. Fatigue life is contingent upon stress and strain variations and their 

cycle counts [20, 21]. Consequently, tracking stress and strain over time is imperative for fatigue life analysis. 

 

Conducting a reliable fatigue life analysis requires full-field structural response (displacement, strain, and stress) 

over time. However, the high cost of sensor installation and maintenance often limits the practical number of 

sensors for structural response measurement. Furthermore, direct response measurement in vulnerable regions 

such as submerged locations in offshore structures is notably challenging. Virtual sensing, which leverages a 

numerical model to estimate responses at unmeasured locations, has emerged as a solution to these challenges. 

 

The mode superposition approach has been commonly used in virtual sensing which utilizes the displacement 

modes of the structure obtained from the finite element model to estimate responses at unmeasured locations [3, 

22-30]. This method is a type of the least square regression scheme that reconstructs the structural displacement 

field using appropriate displacement modes [22, 23, 31]. In the early days, related studies were conducted for 

relatively simple structures such as beams or plates, for which analytical models are available [22-26, 32]. 

Recently, monopile and tripod offshore platforms, have been addressed utilizing a finite element model [15-18]. 

However, the development of applicable technologies for more realistic structures remains a challenge. At this 

point, it is worthwhile to note that there are promising approaches in virtual sensing that utilize the Inverse Finite 

Element Method (iFEM) [4-7, 33-36] and deep learning techniques [1, 37-41]. 

 

Displacement mode selection, measured signal processing, and sensor placement are all critical in the mode 

superposition approach [42-46]. Dynamic modes have most frequently been used. Recently, operational modes or 

proper orthogonal decomposition (POD) modes have been adopted. Signal processing techniques have been 

extensively studied to achieve high-accuracy estimations [42-45]. Furthermore, a data fusion scheme has been 

developed to capture a broad frequency range of responses, combining both strains and accelerations [15]. The 

use of various sensors such as strain gauges, displacement meters, and accelerometers has also been explored, and 

selection and placement of these sensors significantly impact the overall process and its outcomes [2, 24]. 
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Chapter 2 presents a comprehensive virtual sensing procedure for real-time strain field estimation of structures, 

from finite element (FE) formulation to experimental verification. The complete FE formulation for strain-based 

virtual sensing is derived for general structures, in which a scheme for the regularization of modal coordinates is 

introduced. The procedure hinges on a mode superposition approach. Our study details the selection of 

displacement modes and the processing of strain signals for a lab-scale jacket structure under real wave loading. 

The experimental setup, numerical tests, and experimental results are presented for verification of the proposed 

procedure focusing on its practical applicability. The FE model, interfaced with the actual structure via specific 

sensor signals, can be regarded as the digital twin of the structure. 

 

Chapter 2 is structured as follows: Section 2.2 outlines the FE formulation for strain-based virtual sensing and 

regularization schemes for proper generalized coordinates. Section 2.3 presents the real-time strain field 

estimation procedure including strain signal division with corresponding basis sets. In Section 2.4 new 

regularization schemes for generalized coordinates are proposed in order to reduce overfitting. In Section 2.5, the 

validity and versatility of the proposed procedure are demonstrated through numerical and experimental studies, 

utilizing a lab-scale jacket structure under water waves. Finally, conclusions are drawn in Section 2.6. 
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2.2 FE formulation for virtual sensing 

 

In this section, we derive the FE formulation to estimate the full-field responses (displacement, strain, and stress) 

of structures under operational loading utilizing a limited number of strain signals in real time. The signals are 

measured by strain sensors (gauges), which can precisely measure the structural response over a wide range of 

frequencies, including the static and dynamic responses, at low installation and maintenance costs.  

 

The estimation process using the displacement signals of the structure is simpler and more convenient than that 

using the strain signals; however, in actual structures, measuring displacement is more difficult than measuring 

strain. 

 

Note that the foundational concepts for the formulation discussed herein were initially identified in Refs [22-24], 
although a detailed FE formulation has not been provided yet for general structures. 
 

 

2.2.1 Strain mode matrix 

 

Let us consider a structure under its operational loading as shown in Fig. 2.1(a). The structure is discretized into 

an FE model of N  degrees of freedom (DOFs), as shown in Fig. 2.1(b).  

 

 

 

Figure 2.1: Construction of the strain mode matrix: (a) Structure under operational load, (b) Corresponding 

FE model. 
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The dynamic behavior of the structure is then expressed by [47] 
 

+ + =MU CU KU R  ,  (2.1) 

 

where ( )t=U U  with time t , d dt=U U , and 2 2d dt=U U  denote nodal displacement, nodal velocity, and 

nodal acceleration vectors respectively, M  is the mass matrix, C  is the damping matrix, K  is the stiffness 

matrix, and ( )t=R R  is the external load vector. 

 

In the mode superposition approach, the nodal displacement vector can be approximated with a combination of 

some proper displacement mode vectors as [47-49] 

 
1 1 2 2 N Nq q q≈ + + + =U Φ Φ Φ Φq   with N N , (2.2) 

 

where Φ   is the displacement mode matrix consisting of the mode vectors iΦ  , q   is the corresponding 

generalized coordinate vector, and N  is the number of displacement modes used for the approximation. 

 
 
The displacement mode matrix and the generalized coordinate vector in Eq. (2.2) are defined as 
 

1 2[ ...... ]N=Φ Φ Φ Φ  and 
T

1 2 ...... Nq q q  q = .                         (2.3) 

 
Once the generalized coordinates are found, the displacement field and the corresponding strain and stress fields 

can be approximated. 

 

As the FE model is composed of individual finite elements, the strain field is obtained element by element. The 

strain vector for the element m  is defined as 

 
T( )m

xx yy zz xy yz zxε ε ε γ γ γ =  ε .                           (2.4) 

 

Let us consider a material point at T[ ]x y z=x . There is an element m which includes the point in the FE 

model. When the natural coordinates ( , , )r s t  in the element corresponds to the point, the strain at x   is 

calculated in the element m by 

 
( ) ( ) ( ) ( ) ( )( , , ) ( , , ) ( , , )m m m m mr s t r s t r s t= =ε B u B L U ,  (2.5) 

where ( )mB  is the strain-displacement relation matrix for the element m, ( )mu  is the nodal DOF vector of the 

element m, and ( )mL  is a Boolean matrix that relates to ( )mu  and U [47, 50-52]. 
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Substituting Eq. (2.2) into Eq. (2.5), the strain at the point x  is obtained in the element m with respect to the 

generalized coordinate vector as 

 
( ) ( ) ( ) ( ) ( )

1 1 2 2( , , )m m m m m
N Nr s t q q q≈ + + + =ε Ψ Ψ Ψ Ψ q  

 

with ( ) ( ) ( )( , , ) ( , , )m m m
i ir s t r s t=Ψ B L Φ  and ( ) ( ) ( )( , , ) ( , , )m m mr s t r s t=Ψ B L Φ ,  (2.6) 

 
where ( )mΨ  is the strain mode matrix at x  consisting of strain mode vectors ( )m

iΨ , 

 
( ) ( ) ( ) ( )

1 2[ ...... ]m m m m
N=Ψ Ψ Ψ Ψ . (2.7) 

 

From the strain vector in Eq. (2.6), a normal strain ε   at x  in the direction 
T

x y zn n n =  n  can be 

calculated in the element m as 

 
( ) ( )( , ) ( ) ( , , ) ( ) ( , , )m mr s t r s tε ≈ =x n Q n ε Q n Ψ q ,  (2.8) 

 

with 2 2 2( ) x y z x y y z x zn n n n n n n n n =  Q n , 
 

where Q  is the matrix used for evaluating the normal strain from the strain vector [47, 53]. 

 

  



- 8 - 

2.2.2 Estimation of structural responses 

 

We now assume that M  strain sensors are attached to the structure, as shown in Fig. 2.2(a). Let us consider a 

strain sensor i attached to the structure at T[ ]i i i ix y z=x . The sensor measures a normal strain in the direction 

in . The measured normal strain is 

( , )i i ie e= x n .  (2.9) 

 
Considering all the normal strains ( ie ) measured from sensors 1 to M , we define the measured normal strain 

vector as 

1

2

M

e
e

e

 
 
 =
 
 
 

e


.                                                                     (2.10) 

 
Also, the estimated normal strain vector is defined as 

 
1

2

M

ε
ε

ε

 
 
 =
 
 
 

ε


  with ( )( , ) ( ) ( , , )im
i i i i i i ir s tε ε= ≈x n Q n Ψ q ,                                         (2.11) 

where iε  is the estimated normal strain in the direction in  at ix , as shown in Fig. 2.2(b), and the natural 

coordinates ( , , )i i ir s t  are in the element im  including ix  in the FE model. That is, iε  corresponds to ie . 

 

 

Figure 2.2: Measured and estimated normal strains: (a) Strain sensors attached on the structure, (b) 

Estimated strains on the corresponding FE model. 
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Eq. (2.11) can be rewritten as 

 
1

2

M

ε
ε

ε

 
 
 = =
 
 
 

ε Tq


  with 

1

2

( )
1 1 1 1

( )
2 2 2 2

( )

( ) ( , , )
( ) ( , , )

( ) ( , , )M

m

m

m
M M M M

r s t
r s t

r s t

 
 
 =
 
 
  

Q n Ψ
Q n Ψ

T

Q n Ψ


,                                   (2.12) 

 

where T  is the transformation matrix to calculate the estimated normal strain vector from the generalized 

coordinate vector. 

 

The difference between the measured and estimated normal strains at the positions of M sensors can be evaluated 

by the following cost function 

 

( )2 T T

1
( ) ( ) ( ) ( )

M

i i
i

C eε
=

= − = − − = − −∑ ε e ε e Tq e Tq e  (2.13) 

and, minimizing the cost function by C∂
=

∂
0

q
, the following generalized coordinate vector is found as 

 
T 1 T( )−′ =q T T T e .  (2.14) 

 

 
Substituting the resulting ′q  in Eq. (2.14) into Eq. (2.2), the nodal displacement vector is estimated by 

 
′≈U Φq .    (2.15) 

 

For all finite elements in the FE model, the strain fields are calculated by substituting ′q  into Eq. (2.6)  

 
( ) ( )( , , )m mr s t ′≈ε Ψ q . (2.16) 

 

The corresponding stress fields are obtained by 

 
( ) ( )( , , )m mr s t ′≈σ CΨ q   with 

T

xx yy zz xy yz zxσ σ σ σ σ σ =  σ , (2.17) 

 
where C  denotes the material law matrix and σ  is the stress vector. 
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2.3 Strain field estimation of a lab-scale jacket structure  

 

As presented in Section 2.2, the full-field responses of a structure are estimated by a linear combination of the 

displacement modes and the generalized coordinates calculated from several measured input strains. While the 

mode superposition approach requires a relatively small number of sensors and yields stable solutions, the 

occurrence of truncation errors is inevitable. For accurate estimation, displacement modes as the basis need to be 

selected carefully. It is efficient to select these basis modes considering the dynamic characteristics of the structure 

under an operational load condition, because, in general, most structures are exposed to specific types of 

operational loads rather than arbitrary loads. Without this consideration, a significantly larger number of 

displacement modes would be necessary to achieve the desired accuracy in virtual sensing. 

 

In the following sections, FE model is constructed for a target structure and the procedure of the basis selection is 

explained considering operational loads, characteristics of the structure, and strain signal division for accurate 

virtual sensing. 

 
 

2.3.1 Lab-scale jacket structure 

 

An offshore jacket, a representative offshore structure, is the target structure of this study, and a lab-scale jacket 

structure, a prototype of the offshore jacket, was constructed for our analysis. This section explains the selection 

of displacement modes and division of strain signals specialized for the jacket structure. 

 

The lab-scale jacket structure, shown in Fig. 2.3(a), is a 100 times reduced dimension model of the Donghae-1 oil 

platform in Korea. Instead of steel pipes, used in the actual platform of the structure, our lab-scale jacket structure 

was manufactured using acrylic pipes so that measurable deformation occurs by wave loads generated in an ocean 

basin. The lab-scale jacket structure consists of 4 main legs, 12 braces without horizontal braces through 3 floors, 

and a deck [54].  

 

The total height from the bottom to the deck is 1570 mm. The main legs are composed of pipes with a 30 mm 

diameter and 2 mm thickness. The braces are composed of pipes with a 20 mm diameter and 2 mm thickness. The 

deck is a 2400 400mm×  acrylic square plate with 20 mm thickness. The legs, braces, and deck are combined 

through X-, K- and Y-joints. All joints are composed of 3D-printed output filaments. To cope with the joining of 

members via welding in the actual jacket structure, 3D filament joints and acrylic pipes were combined with an 

interference fit. In addition, epoxy glue was applied to the joints to reinforce the jointing, as seen in Fig. 2.3(a) 

and (b). 
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Figure 2.3: Lab-scale jacket structure: (a) Lab-scale jacket structure composed of acrylic pipes and 3D-

printed output filaments, (b) Schematic of the lab-scale jacket structure with its components and dimensions. 
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To apply wave load to the lab-scale jacket structure, wave loading experiments were carried out in a laboratory 

ocean basin at KAIST. Figs. 2.4 and 2.5 show the experimental setup. The area of the ocean basin is 215 10m×  

and the water depth was set to 1.5 m. Wave absorbers were installed at the beach and on both sides. The wave 

maker generates waves according to two input parameters: wave frequency and wave amplitude. 

 

To prevent the rigid body motion of the lab-scale jacket structure due to wave loads, the foundation, where the 4 

legs are clamped, must be rigid and immovable. A square plate with an area of 21000 1000mm× , a thickness of 

200 mm, and a mass of 80 kg, was placed on the floor and moored, and the jacket legs are clamped on the plate. 

The submerged depth of the structure is 1.3 m; thus, the freeboard is 0.27 m. 

 

 

 
Figure 2.4: Schematic of the experimental setup: (a) Top view, (b) Front view. 
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Figure 2.5: Photos of the experimental setup: (a) Ocean basin, (b) Calm water, (c) Water wave. 
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An FE model is required to generate displacement modes, to apply the virtual sensing process, and visualize the 

estimated structural responses. Fig. 2.6 presents the FE model of the built lab-scale jacket structure. The FE mesh 

was constructed using the MITC3 and MITC4 shell elements [47, 55, 56] and the average element size is 

approximately 5 mm, which is small enough for the solution to converge; as a result, the total numbers of elements 

and nodes are 64,647 and 62,568, respectively, and the FE model has 374,342 DOFs, N  in Eq. (2.2). The pipe 

and joint materials are assumed to be homogeneous and isotropic. Elastic modulus E  is 3900 MPa, Poisson’s 

ratio υ  is 0.3, and density ρ  is 31.2kg/m . 

 

 

 
Figure 2.6: FE model of the lab-scale jacket structure. 
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2.3.2 Selection of displacement modes 

 

In general, waves acting on offshore jacket structures have low frequencies that are much smaller than the 1st 

natural frequency of jacket structures. Therefore, the entire displacement can be divided into the load-dependent 

quasi-static and free vibration parts [42-44, 57, 58] as 

 
quasi free= +U U U   (2.18) 

 
and both parts are separately approximated as 
 

quasi quasi

quasi quasi quasi quasi quasi quasi
quasi 1 1 2 2 quasi quasiN Nq q q≈ + + + =U Φ Φ Φ Φ q ,  (2.19a) 

 

free free

free free free free free free
free 1 1 2 2 free freeN Nq q q≈ + + + =U Φ Φ Φ Φ q ,  (2.19b) 

 
where “quasi” and “free” denote the load-dependent quasi-static and free vibration behaviors, respectively. 

 

Two types of displacement modes are considered, the quasi-static displacement modes and free vibration modes, 

which are proper to approximate the quasi-static and free vibration behaviors, respectively. The displacement 

modes are obtained from the FE model. 

 

The quasi-static displacement modes are obtained solving the following equation 
 

i i=KU R ,  (2.20) 

 

where iR   is the ith operational quasi-static load vector and iU   is the corresponding displacement vector 

calculated. 
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To obtain the quasi-static displacement modes under wave loads, a static FE analysis under wave loads is 

performed. The considered wave directions are 0θ =   and 90θ =  , as shown in Fig. 2.7(a). The force applied 

to the pipe cross-sections is calculated by the Morison equation [59, 60] and Airy wave theory [61, 62] as 
 

1( )
2 D Af t C Dv v C Avρ ρ= +                         (2.21a) 

 

with 
 

cosh( ( )) cos( )
sinh( )

k z hv a ks t
kh

ω ω+
= − , (2.21b) 

 

2 cosh( ( )) sin( )
sinh( )

k z hv a ks t
kh

ω ω+
= − , (2.21c) 

tanh( )gk khω = , (2.21d) 

 

cos sins x yθ θ= + , (2.21e) 
 
where ρ , DC , D , AC , A , v , and v  denote fluid density, drag coefficient, diameter of a structural member, 

added mass coefficient, cross-sectional area of a pipe, fluid velocity, and fluid acceleration, respectively. In Eqs. 

(2.21b)-(2.21e), h , a , ω , k  and g  represent water depth, wave amplitude, wave angular frequency, wave 

number, and gravitational acceleration, respectively. z  , s   and t   represent the vertical position from the 

waterline, horizontal position along the wave direction, and time, respectively. The load vector iR  in Eq. (2.20) 

is calculated by uniformly distributing the cross-sectional force along the pipe circumference. 

 

The wave parameters used in this study are presented in Table 1. Fig. 2.7(b) describes the calculated wave load 

distribution normalized from 0 to 1 by its maximum value. 

 

Fig. 2.8 shows two quasi-static displacement modes with an axial strain contour normalized from −1 to 1 with 

its absolute maximum value. Two calculated nodal displacement vectors iU  corresponding to wave directions 

0θ =   and 90θ =   are adopted as quasi-static displacement modes quasi
iΦ ; thus, the number of displacement 

modes used for the quasi-static part, quasiN  in Eq. (2.21a), is 2.  
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Table 2.1: Wave parameters for equivalent nodal force calculation. 

Parameters Values 

ρ [ 3kg/mm ] 91.024 10−×  

DC [-] 0.65 

D [ mm ] 30.0 

AC [-] 1.6 

A [ 2mm ] 175.93 

h [ mm ] 1500.0 

a [ mm ] 100.0 

k [ 1mm− ] 33.65 10−×  

g [ 2mm/s ] 9810.0 

kx tω− [  ] 80.0 
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Figure 2.7: Calculation of wave loads: (a) Wave direction, (b) Normalized wave load distribution. 
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Figure 2.8: Two quasi-static displacement modes with normalized axial strain contour. 

 

 

The free vibration modes are calculated by solving the following eigenvalue problem 
 

free[ ]i iλ− =K M Φ 0 ,  (2.22) 
 

where iλ  and free
iΦ  are the eigenvalue and eigenvector corresponding to the ith free vibration mode [47, 63, 

64]. 

 

The number of free vibration modes used is determined considering the effective mass of each mode [63, 65, 66]. 

The effective mass is the amount of mass that moves in a specific direction when the structure vibrates in a 

considering mode shape. The effective mass for the ith mode in the n  direction is defined by 
 

( )2( ) ( )i im = Γn n   with 
Tfree( ) ( )i i Γ =  n Φ MD n ,                      (2.23) 

 

where ( )iΓ n  is the modal mass participation factor of the ith mode in the n  direction, free
iΦ  is the ith free 

vibration mode normalized to the mass matrix M , and ( )D n  is a nodal displacement vector representing a 

translational rigid body motion in the n  direction. 

 

Since the jacket structure primarily deforms in the lateral directions due to wave loads, the number of free vibration 

modes for the approximation is determined so that the sum of the effective mass reaches 90% of the total mass in 

the two lateral directions (x- and y-directions).  
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To achieve this, the accumulated values from the 1st mode (accumulated mass ratio) are 
 

total
1

( ) ( ) / 0.9
i

i x k x
k

m m m
=

= >∑n n  and total
1

( ) ( ) / 0.9
i

i y k y
k

m m m
=

= >∑n n ,               (2.24) 

 

where totalm  is the total mass of the jacket structure, and xn  and yn  correspond to the x- and y-directions, 

respectively. 

 

Fig. 2.9 shows the effective mass ratio and the accumulated mass ratio. As the accumulated mass ratio reaches 

90% within 5 modes for both translations, 5 free vibration modes from number 1 to 5 are selected for free
iΦ ; thus, 

the number of displacement modes used for the free vibration part, freeN  in Eq. (2.19b), is 5. Fig. 2.10 shows the 

free vibration modes from number 1 to 5 with the axial strain contours normalized from −1 to 1 with their 

absolute maximum values. 
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Figure 2.9: Effective and accumulated mass ratios according to mode number: (a) x-direction, (b) y-direction. 

 

 
Figure 2.10: Free vibration modes from number 1 to 5 with normalized axial strain contour. 
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2.3.3 Strain signal division 

 

Strain gauges measure the superimposed signals of both strain parts derived from quasi-static and free vibration 

behaviors with a certain level of measurement error. To obtain accurate and stable estimation results, it is necessary 

to correlate each type of displacement mode with the corresponding strain part, which is called multi-band modal 

expansion [2, 42, 45]. Since the sets of quasi-static displacement modes and free vibration modes are not 

orthogonal, the strain signals must be divided into quasi-static and free vibration parts to calculate the generalized 

coordinates. 

 

The measured normal strain vector in Eq. (2.10) is divided into quasi-static and free vibration parts as 
 

quasi free= +e e e ,          (2.25) 

 

where quasie   and freee   denote the strain vectors related to the quasi-static and free vibration behaviors, 

respectively. 

 

In the strain signal, the two parts can be divided using a high pass filter, where the pass band frequency can be 

determined considering the frequency range of operational loads and natural frequencies of the structure. In this 

study, the frequencies of waves are approximately 1 Hz and the first natural frequency of the lab-scale jacket 

structure is approximately 23 Hz. Therefore, this study adopts 5 Hz as a cutoff frequency. The strain signal for the 

free vibration part is extracted through the high pass filter and the remaining signal is considered as the quasi-

static part. 

 

The generalized coordinate vectors quasiq  and freeq  in Eq. (2.19) are expressed using 

 
T 1 T

quasi quasi quasi quasi quasi( )−′ =q T T T e ,  (2.26a) 

 
T 1 T

free free free free free( )−′ =q T T T e ,  (2.26b) 

 

with   

1

2

( )
1 quasi 1 1 1

( )
2 quasi 2 2 2

quasi

( )
quasi

( ) ( , , )
( ) ( , , )

( ) ( , , )M

m

m

m
M M M M

r s t
r s t

r s t

 
 
 =  
 
  

Q n Ψ
Q n Ψ

T

Q n Ψ


,  (2.27a) 

 

1

2

( )
1 free 1 1 1

( )
2 free 2 2 2

free

( )
free

( ) ( , , )
( ) ( , , )

( ) ( , , )M

m

m

m
M M M M

r s t
r s t

r s t

 
 
 =
 
 
  

Q n Ψ
Q n Ψ

T

Q n Ψ


.      (2.27b) 
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Finally, the entire displacement field is estimated by 
 

quasi quasi free free′ ′= +U Φ q Φ q ,  (2.28) 

 

the corresponding strain field for element m  is calculated by 
 

( ) ( ) ( )
quasi quasi free free( , , )m m mr s t ′ ′≈ε Ψ q +Ψ q , (2.29) 

 

and the corresponding stress field for element m  is calculated by 
 

( ) ( ) ( )
quasi quasi free free( , , )m m mr s t ′ ′≈σ CΨ q + CΨ q . (2.30) 

 

 

The process of the full-field response estimation with the strain signal division is depicted in Fig. 2.11. 
 
 

 

Figure 2.11: The process of the full-field response estimation with strain signal division. 
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2.4 Regularization of generalized coordinates  

 

Estimation results obtained using the least-square solution in Eq. (2.14) are likely to be overfitted to the measured 

input strains. Fig. 2.12 shows the overfitting in virtual sensing conceptually, where the accuracy of the estimated 

strain at measured region is high but that at virtually measured region is low [67-69]. When sensors are located 

close to each other and the number of sensors is small in comparison to the number of displacement modes, the 

possibility of overfitting increases. When the number of sensors is equal to that of the displacement modes, the 

input strains are reconstructed identically; however, the accuracy in the virtual sensing region could severely 

deteriorates due to overfitting. The distortion would be severe if the input response is contaminated by several 

disturbance such as truncation error, measurement error, damage of strain sensors, etc. because the estimation 

results are severely overfitted to the wrong measured response. 

 

 

   
Figure 2.12: Overfitting in virtual sensing. 

 

 
Regularizing the generalized coordinates could reduce overfitting and increases the estimation accuracy and 

stability. A regularization scheme is one approach utilized to prevent overfitting by making the regression result 

smooth and simple in exchange for a tolerable amount of bias [70-72]. The cost function is newly re-defined to 

regularize the generalized coordinates by adding the norm of the generalized coordinate vector to Eq. (2.13), 

where the regularization form is referred to as Tikhonov regularization [70, 72], 
 

( ) 22 2 T T T

1 1
( ) ( ) ( ) ( )

M N

i i i
i i

C e qε α α α
= =

= − + = − − + = − − +∑ ∑ ε e ε e q Tq e Tq e q q , (2.31) 

 

where α  is a regularization factor.  

Measurment region Virtual measuremnt region

https://en.wikipedia.org/wiki/Bias_of_an_estimator
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The regularization effect varies according to the scale of α . A proper regularization factor α  depends on the 

problem and could be determined by trial and error or a heuristic criterion [49, 50]. To have a meaningful effect 

on the cost function by regularization, the 2nd term, the norm of the generalized coordinates, needs to have a 

similar order of magnitude to the 1st term, the strain difference. We here determine the value of α through trial-

and-error considering the scale of the measured strain vector e  and that of the generalized coordinate vector q . 

 

Minimizing the re-defined cost function by 
C∂
=

∂
0

q
, the generalized coordinate vector is found as 

T 1 T( )α −′ = +q T T I T e ,  (2.32) 

 
and the corresponding nodal displacement vector, strain field and stress field are calculated by Eqs. (2.15), (2.16), 

and (2.17), respectively. 

 

Free vibration behavior from the divided strain signal in Eq. (2.25) is usually weak to disturbance and easily 

contaminated compared to the quasi-static behavior. That is because strain of the free vibration behavior is much 

smaller than that of the quasi-static behavior, which makes the free vibration strain easy to contaminated by even 

a small measurement noise. In addition, the strain error by truncation of the free vibration strain is usually large 

because a lot of dynamic displacement modes are truncated. These means the estimation result of free vibration 

behavior is weak to overfitting, and the regularization scheme in Eq. (2.32) is only applied to the free vibration 

part; thus, Eq. (2.26b) is replaced with Eq. (2.32). Finally, the corresponding nodal displacement vector, strain 

field, and stress field are calculated by Eqs. (2.28), (2.29), and (2.30), respectively, with (2.26a) for quasi-static 

part and (2.32) for free vibration part.  

 

Fig. 2.13 shows the procedure of the full-field response estimation divided into offline and online processes. In 

the offline process, the FE model in Eq. (2.1) is constructed and displacement modes in Eq. (2.2) are generated 

from the FE model of the structure. The location and direction of sensors are determined as in Eq. (2.9). Then, the 

transformation matrices in Eqs. (2.27a) and (2.27b) are constructed utilizing the displacement modes and the 

sensor placement. In the online process, the strain signals in Eq. (2.10) are measured and then the generalized 

coordinates are calculated from the transformation matrix and the conditioned real-time sensor signals using Eq. 

(2.26a) and (2.32). Finally, the full-fields of displacement, strain, and stress are estimated using Eqs. (2.28), (2.29), 

and (2.30), respectively. The structural responses can then be used to diagnose the health state of structures. 

 

Even though virtual sensing is performed through the improved procedure following Eqs. (2.26)-(2.32), the 

accuracy is still affected by modeling error, measurement error, and numerical error. Therefore, when constructing 

a virtual sensing system, FE modeling, measurement setup, and numerical techniques should be carefully 

considered to reduce the effect of these error sources. 
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Figure 2.13: The procedure of the full-field response estimation. 
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2.5 Lab-scale experiments 

 

The performance of the strain field estimation proposed in this study was evaluated through the jacket structure 

under wave loading numerically and experimentally. In this section, the experimental setup on the lab-scale jacket 

structure under wave loading is described and the stain field estimation results are investigated. 

 

 
2.4.1 Experimental setup 

 

For measurement setup, a DAQ system with NI 9236 [73] and NI 9178 [74] was used. The sampling rate for the 

strain measurement was 1000 Hz, which is enough to prevent aliasing considering the frequencies of the wave 

loads and the natural frequencies of the structure. LABVIEW was used for real-time data processing including 

strain signal division, calculation of the generalized coordinates, and visualization of the results [75]. 

 

The strain was measured using a NI 9236 Wheatstone bridge and HBM 350-ohm linear uniaxial strain gauges (K-

CLY41-6/350) attached to the surface of the pipes in their axial directions. All strain gauges are waterproofed with 

a silicone coating [76]. 

 

The strain gauges, called input sensors, measure the input strain signals for virtual sensing. Input strain gauges 

were installed above the waterline. Additional strain gauges, called validation sensors, were installed at the virtual 

sensing region under the waterline. To validate the virtual sensing results, the estimated strains need to be directly 

compared with the measured strains. 

 

Fig. 2.14 shows the placement of the 26 installed strain gauges: 10 input sensors (colored in yellow) above the 

waterline, and 16 validation sensors (colored in green) under the waterline. 
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Figure 2.14: Placement of input sensors (colored in yellow) and validation sensors (colored in green). 
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2.4.2 Numerical tests 

 

In the virtual sensing process, the selected displacement modes should be accurate enough to reconstruct full-field 

deformation under operational loading conditions; that is, the deformed shape can be represented by the selected 

displacement modes with the desired accuracy. In numerical analysis, there are no measurement errors and 

modeling errors. The virtual sensing formulation as well as the selected displacement modes was verified through 

numerical tests. 

 

In the numerical tests, the measured strains were replaced with the reference strains calculated from FE analysis 

and the same sensor placement with that of the actual experiment is applied. Strain signals were obtained from 

dynamic FE analysis performed under the following conditions: implicit analysis is applied, the sampling rate is 

1000 Hz, wave direction is 45θ =  , and wave frequency is 1 Hz. The other wave parameters in Eq. (2.21) are 

listed in Table 2.1. 

 

As mentioned in Section 2.3, 2 quasi-static displacement modes in the directions of 0θ =   corresponding to the 

x-direction and 90θ =    corresponding to the y-direction are employed to cover load-dependent quasi-static 

behavior. For free vibration behavior, 5 free vibration displacement modes are adopted. Signals obtained from 10 

input strain sensors above the waterline are divided using a high pass filter with a 5 Hz cutoff frequency.  

 

The regularization factor α  in Eq. (32) is adopted as 125.0 10−× . The 1st and 2nd terms in Eq. (31) need to have 

similar orders of magnitude. The scale of the 1st term ( T( ) ( )− −Tq e Tq e ) is about 13 1010 ~ 10− −  and the scale 

of Tq q   is about 0 110 ~ 10  . The scale of a proper regularization factor is in the range of 13 1110 ~ 10− −  . The 

specific value is determined through trial and error, within the range that enhances the accuracy of virtual sensing. 

 

Virtual sensing is carried out following the procedure of the full-field response estimation in Fig. 2.13. The 

accuracy of the estimated strain field and deformed shape were evaluated by strain modal assurance criterion 

(EMAC) and displacement modal assurance criterion (UMAC) as 

 

( )
( )( )

2
field field

field field field field

( ) ( )
EMAC( )

( ) ( ) ( ) ( )
t t

t
t t t t

⋅
=

⋅ ⋅
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ε ε e e
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⋅
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⋅ ⋅
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where field ( )tε   and field ( )te   are the estimated and measured (or reference) normal strain vectors at time t  , 

respectively, which consist of axial strains obtained at the centers on the top surfaces of all 64,647 elements 

modeling the pipe members, and ( )tU   and ˆ ( )tU   are the estimated and measured (or reference) nodal 

displacement vectors at time t , respectively. 

 

Fig. 2.15(a) presents the estimated and reference displacements, and Fig. 2.15(b) presents the estimated and 

reference normal strains in the axial direction, where each title of the graph denotes water depth of its validation 

sensors, d ( z= − ). In Fig. 2.15(a), the estimated and reference displacements in the x-direction at the top surface 

center of the deck and at the position of validation sensor 15 are compared. The estimated displacements are nearly 

identical to the references. Similar results are obtained at other points. As shown in Fig. 2.15(b), the estimated and 

reference strains are also very close to each other at validation sensors 3 and 9. Estimated strains at other validation 

sensors have the same extent of accuracy. Fig. 2.15(c) shows the estimated and reference deformed shapes with 

strain contours normalized from −1 to 1  with its absolute maximum value at time 0.25t s= : the moment of 

the wave crest. The EMAC and UMAC were 0.9991 and 0.9996, respectively.  
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Figure 2.15: Comparison of estimated and reference responses: (a) Estimated and reference displacements in 

the x-direction, (b) Strain signals at validation sensors, (c) Estimated and reference deformed shapes with 

normalized axial strain contours at the moment of wave crest. 
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2.4.3 Dry condition experiments 

 

Before the wave loading experiments in an ocean basin, we performed dry condition experimental tests. A dynamic 

load was applied on the deck, as shown in Fig. 2.16. The virtual sensing conditions were identical with the 

numerical tests except for the quasi-static displacement modes selected. In the dry condition experiments, the 

quasi-static displacement modes were replaced with static deformed shapes calculated by the forces acting on the 

deck in the x- and y-directions, as shown in Figs. 2.17(a) and (b). 

 

 

 

 

 

Figure 2.16: Dynamic loads applied on the deck in the dry condition experiments. 

Front viewIsoparametric view

( )R t

 y

z

x
y

z

Topview

y

z



- 33 - 

 
Figure 2.17: Two quasi-static displacement modes with normalized axial strain contour in the dry condition 

experiments: (a) x-direction, (b) y-direction. 
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Fig. 2.18 presents the estimated and measured normal strain signals in the axial direction at validation sensors 3 

and 9. The estimated strains are in good agreement with the measured strains, and other validation sensors also 

showed similar results. In these experiments, only strain signals were measured. 

 

Through the numerical tests and dry condition experiments, it is confirmed that the strain field can be estimated 

with high accuracy through virtual sensing by the proposed procedure. 

 

 

 
Figure 2.18: Comparison of virtual sensing results with measured strain signals in the dry condition test. 
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2.4.4 Experimental tests under waves 

 

To estimate the actual strain field of the lab-scale jacket structure under wave loads by utilizing several measured 

strain signals, wave loading experiments were carried out in a laboratory ocean basin. Basically, the virtual sensing 

conditions were identical with those of the numerical test. 

 

Compared to the numerical tests and dry condition experiments, various error sources exist in actual wave 

experiments. Measurement errors like direct loading onto the strain gauge surface, humidity and temperature of 

the circumstance, electrical noise, etc. could distort the strain signals. Modeling errors, which represent differences 

between the lab-scale jacket structure and its FE model, are also important error sources. 

 

Experimental tests were performed under regular and irregular wave conditions. To evaluate the performance of 

virtual sensing with proposed regularization scheme, results of virtual sensing by 3 methods are compared: 

conventional least square solution, least square solution with strain signal division, and least square solution with 

strain signal division and regularization scheme proposed in this research, where regularization factor α  in Eq. 

(2.32) was adopted as 125.0 10−× . Fig. 2.19 shows estimated strain and measured strain at validation sensor 16 

and strain distribution on the deformed shape of each case under the regular wave condition (wave frequency = 

0.95 Hz and wave amplitude = 100 mm).  

 

 
Figure 2.19: Effect of the regularization of generalized coordinates. 
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The result of virtual sensing with the proposed regularization scheme shows high estimation accuracy compared 

to others. Conventional least square solution makes estimated strain highly overfitted and strain signal division 

improves the estimation accuracy but estimation error still exists due to overfitting. 

 

Unlike the numerical tests, less validation sensors were installed in the experiments compared to the numerical 

tests, making it difficult to use the evaluation measures in Eq. (2.33). Alternatives are local measures only at 

validation sensor points. The time response assurance criterion (TRAC), frequency response assurance criterion 

(FRAC), and maximum normalized relative error (MNRE) [3, 45, 77] can be adopted as  
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4

0

max

( ) ( )
MNRE 100%

4

T
t e t dt

Te

ε −
= ×∫ .                    (2.34c) 

 

 
In Eq. (2.34a), ( )tε  and ( )e t  are the estimated and measured strains at a sensor in the time domain, respectively, 

and T  is the wave period. In Eq. (2.34b), ( )fε  and ( )e f  are the estimated and measured strains at a sensor 

in the frequency domain, respectively, and maxf  is set to 80 Hz to avoid high-frequency noise from the measured 

strain signals. In Eq. (2.34c), maxe  is the maximum value of the absolute strain measured during a 4 times period. 

TRAC and FRAC represent the similarity between the estimated and measured strain signals in the time domain 

and frequency domain, respectively. MNRE represents the amplitude error between both strain signals. When 

TRAC and FRAC are close to 1, and MNRE is close to 0, the estimated strain signal matches well with the 

measured strain signal. 

 

Regular wave with 0.95 Hz frequency and amplitude of 100 mm are considered. The regularization of generalized 

coordinates is applied with the factor 125.0 10α −= × . Fig. 2.20 shows the local measures for all validation sensors 

for the regular wave. The values of TRAC are relatively small at some sensors, but the values of FRAC are 

generally close to 1 at most of the sensors. This means that the estimated strain has a slight phase difference with 

respect to the measured strain, but the strain spectrum is very similar. The values of MNRE are less than 10 on 

average, meaning that the amplitude difference between the estimated and measured strain is less than 10%. 
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Figure 2.20: Local measures for all validation sensors for the regular wave: (a) TRAC and FRAC, (b) 

MNRE. 
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Figs. 2.21 and 2.22 show the estimated and measured strains at validation sensors for the regular wave, where the 

title of each graph denotes the water depth of its validation sensor. The estimated strains are in good agreement 

with the measured strains at all sensors, from the waterline to the bottom. With virtual sensing, strains in harsh 

regions such as deep water can be well approximated by placing several sensors only in dry regions above the 

waterline. 

 

 

 
Figure 2.21: Estimated and measured strains at validation sensors from 1 to 8 for the regular wave. 
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Figure 2.22: Estimated and measured strains at validation sensors from 9 to 16 for the regular wave. 
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We next consider irregular wave. The frequency and amplitude vary arbitrarily in the range of 0.8-1.25 Hz and 

40-100 mm, respectively. The regularization of generalized coordinates is applied with the factor 125.0 10α −= × . 

Fig. 2.23 shows the local measures for all validation sensors for the irregular wave. Similar to the regular wave 

case, the values of TRAC are relatively small at some validation sensors, but the values of FRAC are generally 

close to 1 at most of the sensors. The average value of MNRE is approximately 5. That is, the amplitude difference 

between the estimated and measured strain is about 5%. 

 

 

 
Figure 2.23: Local measures for all validation sensors for the irregular wave: (a) TRAC and FRAC, (b) 

MNRE. 
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Figs. 2.24 and 2.25 show the estimated and measured strains at the validation sensors for the irregular wave. The 

estimated strains are similar to the measured strains at all validation sensors positioned at different water depths. 

With virtual sensing, strains under water can be well approximated by placing several sensors only in dry regions 

above the waterline. Fig. 2.26 shows the axial strain contours normalized from −1 to 1 with their absolute 

maximum values on the deformed shapes at the moment of wave crest for the regular and irregular wave cases. 

 

 

 

Figure 2.24: Estimated and measured strains at validation sensors from 1 to 8 for the irregular wave. 
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Figure 2.25: Estimated and measured strains at validation sensors from 9 to 16 for the irregular wave. 
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Figure 2.26: Normalized axial strain contours on the deformed shapes for the regular and irregular wave 

conditions at the moment of wave crest. 

 

 

Through the experimental study considering the real deformation of the lab-scale jacket structure under waves, 

we demonstrated that the strain field is well estimated using a finite number of strain sensors with the virtual 

sensing methodology proposed in this study. Virtual sensing can be carried out nearly in real-time as the strain is 

measured in real-time and calculating generalized coordinates has very low computational cost. Calculation of the 

online process shown in Fig. 2.13 is performed about 970 times per second. In addition, the deformed shape and 

stress field can be also easily obtained from the strain estimation results. 
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2.6 Conclusions 

 

In this Chapter, a comprehensive virtual sensing procedure for real-time strain field estimation of structures is 

presented utilizing the FE formulation. The strain-based transformation matrix is built relying on displacement 

modes and sensor placement. Signals measured at several strain gauges in real-time are used as input to estimate 

the full-field strain distribution in a structure. Quasi-static displacement modes under operational loads and free 

vibration modes are employed for the lab-scale jacket structure under water waves. The strain signals are divided 

into the corresponding quasi-static and free vibration parts and both parts are individually estimated. To avoid 

overfitting to the input strains, generalized coordinates are regularized. Numerical tests and dry condition tests 

were conducted, validating the feasibility of the proposed procedure. Experiments are performed in the ocean 

basin for the lab-scale jacket structure under water waves. Although various known and unknown disturbances 

exist in real wave experiments, strain fields have been well estimated.  

 

In future works, the application of other displacement modes, such as POD modes, needs to be explored to cover 

various operating loads and increase versatility and estimation accuracy. Furthermore, it would be beneficial to 

study optimal sensor placements and utilize other sensor measurements, such as acceleration. 

  



- 45 - 

Chapter 3. Sensor placement for virtual sensing 

 

3.1 Introduction 

 

Virtual sensing is one of the key technologies for constructing structural digital twins, enabling the estimation of 

a structural response in unmeasured areas by utilizing data from measured areas [1-6]. This technology allows for 

the prediction of responses in locations that are difficult to measure. Additionally, it can estimate the response of 

the entire structure with a small number of sensors, reducing the need for extensive sensor networks. Virtual 

sensing enhances the ability to monitor and analyze structural health, making it an essential component in the 

development and operation of structural digital twins. 

 

Virtual sensing based on the mode superposition method is simple in procedure and allows relatively accurate and 

stable deformation estimation with a small number of sensors [8]. The response of the structure measured from 

the sensors serves as a link between the real structure and its corresponding numerical model, the digital twin of 

the structure. The accuracy of virtual sensing depends on the number, positions, and orientations of the sensors, 

and thus proper sensor placement is essential in virtual sensing [17-19]. 

 

Conventionally, sensor placement methods have been developed for modal testing considering the contribution of 

the basis vectors, independency of the basis vectors, and redundancy of the measurement responses. The methods 

considering contribution of basis vectors include Average Driving Point Residue (ADPR) [78, 79], and Eigenvlaue 

Vector Product (EVP) [78-80] and the methods considering independency include Effective independence (EfI) 

[81] and minimum Condition Number (CN) [24, 82, 83] to minimize the redundancy of measurement responses. 

 

Conventional sensor placement methods consider only the properties of the basis vectors, resulting in inconsistent 

performance depending on the structure type, operational loads, and sensor installation conditions. These 

methodologies fail to provide specific guidelines for determining the necessary number of basis vectors and 

sensors, despite these being crucial factors in sensor placement. Developing a new method that determines the 

number of basis vectors and sensors to ensure accurate virtual sensing, regardless of the given problem conditions, 

is a challenging task. 

 

The key idea of this study is to consider the operational loads of a structure in the procedure of the strain sensor 

placement. First, we present a procedure for determining the number of basis vectors. The target strain fields 

corresponding to the operational loads of the structure are calculated using a finite element model, and then the 

number of basis vectors is determined so that the accuracy of virtual sensing becomes larger than a target accuracy. 

We next propose a method for determining sensor placement considering both operational loads and truncation 
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error. A number of sensors are initially placed in the desired area of the structure, where the locations and directions 

of the sensors are considered. Among the sensors, the sensors that can estimate target strain field with low error 

using the given basis vectors are selected as candidates. Increasing the number of sensors, estimation error is 

evaluated until the error becomes less than a target error. In addition, condition number is considered to avoid 

selecting sensors that are too close to each other. The proposed sensor placement procedure provides consistently 

good virtual sensing accuracy regardless of structural types, operational loads, sensor installation conditions and 

so on. 

 

Chapter 3 is organized as follows: Section 3.2 introduces the virtual sensing formulation based on mode 

superposition method, and Section 3.3 describes the method to calculate the target strain of the operational loads. 

Section 3.4 presents the procedure for determining the number of basis vectors and a novel sensor placement 

method with a proper number of sensors, and Section 3.5 describes existing sensor placement methods. Section 

3.6 demonstrates the performance of the proposed method by various numerical examples. Conclusions are drawn 

in Section 3.7. 
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3.2 Mode-based virtual sensing 

 

In this section, a virtual sensing method based on mode superposition method is utilized [8]. Although the mode 

superposition method causes truncation error, it has the advantage that operational loads and characteristics of the 

structure can be considered when selecting the basis vectors. In addition, the target performance of virtual sensing 

can be obtained with a relatively small number of sensors. The response of the structure for virtual sensing is 

strain measurement data. Strain measurement systems are relatively inexpensive and do not affect the structural 

characteristics such as stiffness and mass due to sensor attachment. 

 

Let us consider a FE model with N  DOFs (Degree Of Freedoms) corresponding to a real structure subjected to 

operational loads, as shown in Fig. 3.1. The FE model consists of a stiffness matrix K , a mass matrix M , and 

a damping matrix C . The behavior of the structure is represented by the following equation 

 

+ + =MU CU KU R  ,  (3.1) 

 

where ( )t=U U   with time t  , d dt=U U  , and 2 2d dt=U U   are nodal displacement, nodal velocity, and 

nodal acceleration vectors, respectively, and ( )t=R R  is the external load vector. 

 

We define a strain vector that represents the strain at a location T[ ]x y z=x  on the structure. x  belongs to 

element m  of the FE model, and its corresponding natural coordinates are ( , , )r s t , 

 

T( ) ( , , )m
xx yy zz xy yz zxr s t ε ε ε γ γ γ =  ε  

( ) ( ) ( ) ( )( , , ) ( , , )m m m mr s t r s t= =B u B L U ,  (3.2) 

 

in which ( )mB  is a strain-displacement matrix of element m, ( )mu  is a nodal displacement vector of the element, 

and ( )mL  is a Boolean matrix relating ( )mu  and U . 

 

The normal strain in the direction n  at a point x  on the structure is calculated by 
 

( ) ( ) ( ) ( ) ( )( , ) ( ) ( , , ) ( ) ( , , ) ( ) ( , , )m m m m mr s t r s t r s tε = = =x n Q n ε Q n B u Q n B L U , (3.3) 

 

where Q  is a matrix that calculates the normal strain in the n  direction from the strain vector ( )mε . 
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The mode superposition method approximates the nodal displacement vector U  having N  DOFs in Eq. (3.1) 

as a linear combination of N  displacement basis vectors iΦ  ( N N ) 

 

1 1 2 2 N Nq q q≈ + + + =U Φ Φ Φ Φq , (3.4a) 

 
with 
 

1 2[ ...... ]N=Φ Φ Φ Φ  and 
T

1 2 ...... Nq q q  q = ,                        (3.4b) 

 
where Φ  is the displacement basis matrix and q  is the generalized coordinate vector. 

 

Substituting Eq. (3.4) to Eq. (3.3), the normal strain ( , )ε x n  at a point x  belonging to element m  is expressed 

using the generalized coordinate vector as 

 
( )( ) ( ) ( ) ( )

1 1 2 2( , ) ( ) ( )m m m m
N Nq q qε ≈ + + + =x n Q n Ψ Ψ Ψ Q n Ψ q   (3.5a) 

with  
 

( ) ( ) ( )( , , ) ( , , )m m m
i ir s t r s t=Ψ B L Φ , ( ) ( ) ( )( , , ) ( , , )m m mr s t r s t=Ψ B L Φ , 

( ) ( ) ( ) ( )
1 2[ ...... ]m m m m

N=Ψ Ψ Ψ Ψ , (3.5b) 

 

where ( )mΨ  is the strain basis matrix consisting of the strain basis vectors ( )m
iΨ . The number of strain basis 

vectors is equal to the number of displacement basis vectors, N . 

 

 

 

Figure 3.1: Construction of the strain mode matrix: (a) Arbitrary structure under its operational load, (b) 

Corresponding FE model with idealized load and boundary conditions. 
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Let us define M  measured normal strains ( , )i ie x n  shown in Fig. 3.2 as a measured strain vector  

 

1

2
inp

M

e
e

e

 
 
 =
 
 
 

e


 with ( , )i i ie e= x n ,                          (3.6) 

 

where ix  and in  corresponds to ith sensor position and measurement direction, respectively.  

 

Using Eq. (3.5) with N  strain basis vectors, the estimated strain vector corresponding to the measured strain 

vector in Eq. (3.6) is defined by 
 

1

2
inp

M

ε
ε

ε

 
 
 =
 
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 

ε


 with ( )( , ) ( ) ( , , )im
i i i i i i ir s tε ε= ≈x n Q n Ψ q ,                                       (3.7) 

 

in which iε  is the estimated normal strain at ith sensor among M  strain sensors.  

 
 
The measured strain vector inpe  in Eq. (3.6) is approximated by the estimated strain vector inpε  in Eq. (3.7) as 

 

≈ =e ε Tq                                   (3.8a) 

 

with 
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T
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
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, (3.8b) 

 

T  is a transformation matrix which transform the generalized coordinate vector to estimated strain vector, and 

ith row of T  corresponds to ith sensor.   

  



- 50 - 

The difference between two vectors inpε  and inpe  can be measured by 

( )2 T
inp inp inp inp

1
( ) ( )

M

i i
i

C eε
=

= − = − −∑ ε e ε e  

T
inp inp( ) ( )= − −Tq e Tq e  (3.9) 

 

and the vector of least square solution ′q  that minimizes C  is calculated as  

 
T 1 T

inp( )−′ =q T T T e .  (3.10) 

 

 
Finally, the displacement field, strain field, and stress field for the entire area of the structure can be estimated by 

substituting ′q  into Eq. (3.4) 

 
′≈U Φq ,  (3.11a) 

 
( ) ( )( , , )m mr s t ′≈ε Ψ q , (3.11b) 

 
( ) ( )( , , )m mr s t ′≈σ CΨ q   with   

T

xx yy zz xy yz zxσ σ σ σ σ σ =  σ , (3.11c) 

 
in which σ  is the stress vector and C  is the material law matrix. 

 

 

 

 

Figure 3.2: Normal strains measured and estimated: (a) Strain sensors attached on the surface of the 

structure, (b) Estimated strains on the corresponding FE model. 
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3.3 Operational loading and target response 

 

In the mode-based virtual sensing, the number of displacement (or strain) basis vectors and the number of input 

sensors are important factors that affect the accuracy and the extent of overfitting of estimation. Conventional 

sensor placement methods have a limitation in that they do not provide any guidelines for determining the numbers 

of basis vectors and sensors. In addition, existing sensor placement methods only consider the geometry and 

dynamic characteristics of the structure to place input sensors without considering the operational loads. 

 

Typically, structures are subjected to a combination of operational loads that are specific to their design role. 

Therefore, considering operational loads can lead to more effective basis selection and sensor placement. In this 

study, we calculate target strain fields for operational loads and use them to determine the number of basis vectors, 

and sensor locations and directions with the proper number of sensors. 

 

We assume that the operational loads acting on a structure is a linear combination of K  harmonic loads 

1 1
( ) ( ) sin(2 ) ( )

K K

i i i i i i
i i

t t w t h tπ α
= =

= = Ω +∑ ∑R R R                        (3.12) 

with a step function 
1 for

( ) ( )
0 for

i
i i

i

t t
h t h t t

t t
≥

= − =  <
 

where t  is time, it  is the time when load is applied, iw , iα , and iΩ  are magnitude, phase, and excitation 

frequency of the ith load, and iR  is a load distribution vector. 

 

Let us consider the FE model in Eq. (3.1). The response of the structure to K  loads can be represented by 

1
( ) cos(2 )

K

i i i i
i

t w tπ β
=

= Ω +∑U U  with 2 1( )i i i
−= −ΩU K M R ,                    (3.13) 

where iU  is the frequency response corresponding to iR , and iβ  represents the phase shift due to damping. 

That is, the displacement of the structure consists of a linear combination of the frequency response by the ith 

load distribution iR . 
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The basis vectors and sensors placement that can approximate each iU  with high accuracy will also describe the 

overall behavior of the structure well. We here define the target normal strain for the ith load iR  in the direction 

n  at a point x  by substituting the ith frequency response iU  into Eq. (3.3) 

 
( ) ( ) ( )( , ) ( ) ( , , )i m m

ir s tε =x n Q n B L U . (3.14) 
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3.4 Sensor placement considering operational loads 

 

For virtual sensing, the position and direction of the M  strain sensors in Eq. (6) need to be determined. In general, 

the larger the number of basis vectors and sensors used, the higher the estimation accuracy, but the number of 

sensors is limited due to the cost of sensor installation and maintenance. In addition, overfitting may occur 

depending on the relationship between the number of basis vectors and sensors, and the accuracy of virtual sensing 

depends on the sensor placement; thus; the number and placement of sensors should be determined carefully. 

 

Let us consider a structure with input sensors and virtual sensors attached to it, as shown in Fig. 3.3 The total 

number of sensors is L , of which M  is the number of input sensors and ( )L M−  are virtual sensors. The 

normal strain measured at the input sensors are used to estimate the normal strain at the virtual sensors. Let L  

be a finite number that is much larger than M  ( L M>> ). 

 

 

 
Figure 3.3: Description of input sensors and virtual sensors on the structure and corresponding FE model. 

 

 

Let us use the target strains calculated in Section 3.3 instead of the actual measured strains and define the target 

strain vector for the ith load as  
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, (3.15) 

where ( )
inp
ie  and ( )

vir
ie  are target normal strain vectors at input sensors and virtual sensors, respectively. 
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The target strain vector for the ith load can be estimated at all sensors using Eq. (10) with N  modes and M  

input sensors 
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vir vir
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i i
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with   

( ) T 1 T ( )
inp inp inp inp( )i i−=q T T T e ,  

( )
1
( )

( ) 2
inp

( )

i

i
i

i
M

ε
ε

ε

 
 
 =
 
 
  

ε


, 

( )
1

( )
( ) 2
vir

( )

i
M
i

i M

i
L

ε
ε

ε

+

+

 
 
 =
 
 
  

ε


, (3.16b) 

 

where ( )
inp
iε and ( )

vir
iε  are estimated normal strain vectors at input sensors and virtual sensors, respectively. 

 

 

The errors at all sensors, the difference between the estimated strain vector obtained by virtual sensing and the 

target strain vector for the K  loads considered, can be represented by 

 
( ) ( )

all ( )
1

1E
i iK

i i
i

s
K =

−
= ∑

ε e

e
  with   

1

1 1
K

k
k

s
K =

=∑ ,  (3.17) 

 

where ks  represents the weight of each load based on its importance. Note that Eq. (17) considers errors not only 

at the input sensors but also at the virtual sensors. 
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3.4.1 Number of displacement basis modes 

 

In order to perform virtual sensing, it is necessary to determine the type and number of displacement basis in Eq. 

(3.4) and the locations and directions of the input sensors in Eq. (3.6). In this study, the free vibration mode of the 

structure is used as the displacement basis. Free vibration modes, static deformation shapes, and POD 

displacements for the operational loads can be utilized as displacement basis [45, 57, 58, 83]. 

 
 

When a number of basis is given, the error calculated by Eq. (3.17) becomes smaller and smaller as the number 

of input sensors in Eq. (3.15) increases. When all L  sensors are used as input sensors ( )M L= , the error in Eq. 

(3.17) is minimized 
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where ( )iε  is defined as the reference strain vector for the ith load. 

 
 

Using Eq. (3.18), we determine the proper number of displacement basis vectors *N  satisfying the following 

equation 
 

min trunE ( ) EN ≤   (3.19) 

 
where trunE  denotes the target truncation error of the estimated strain field of Eq. (3.17), determined by users. 
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Fig. 3.4(a) shows the change of minE  with increasing the number of basis vectors as an example. As the number 

of basis vectors N  increases, the truncation error decreases and thus minE  becomes progressively smaller. In 

this example, the smallest number of basis vector for which minE  is less than trunE  is 6. Therefore, *N  is 

determined by a number greater than or equal to 6. 

 

 

 
Figure 3.4: Examples of minimum estimation error according to number of basis vectors with trunE  for the 

determination of numbers of basis vectors. 
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3.4.2 Selection of input sensors 

 

In this section, we propose a method for sensor placement for more accurate virtual sensing by utilizing the target 

strain field obtained from the operational loads of a structure. Since the existing sensor placement method 

determines the sensor placement by considering only the characteristics of the basis vectors without considering 

the operational loads, the accuracy of virtual sensing may be low in some cases, i.e., there is a problem of 

inconsistency in which the accuracy of virtual sensing varies depending on the virtual sensing conditions and the 

structure. Considering operational loads can find more suitable sensor placement to improve the accuracy and 

robustness of the virtual sensing.  

 

For the proper virtual sensing of the entire area of the structure, it is necessary to avoid overfitting and thus the 

number of input sensors ( M ) need be sufficiently larger than the number of basis vectors *( )N M<  [80, 82].  

 

All of the L  virtual sensors are considered the initially located sensors. The relative error E j , which represents 

the difference between the reference strain ( )i
jε  (jth component of the reference strain vector ( )iε ) and the target 

strain ( )i
je  (jth component of target strain vector ( )ie ) for all operational loads ( i = 1 to K ) for the jth sensor, 

can then be defined as  
 

( ) ( )

( )
1

E
i iK

j j
j i i

i j

e
s
ε
ε=

−
= ∑ , (3.20) 

 

where normalization with the reference strain removes the effect of strain magnitude. 

 

The better the input sensor can represent the target strain field with the *N   basis vectors selected by the 

procedure described in Section 4.1, the smaller the value of E j  will be. This characteristic can be used to select 

a candidate sensor group from the initial sensors. The sensors whose relative error is smaller than candE  belong 

to the candidate group for the final sensor selection 
 

( ) ( )

cand( )
1

E E
i iK

j j
j i i

i j

e
s
ε
ε=

−
= ≤∑ , (3.21) 

 

where candE  is the target relative error in selecting sensors. candE  needs to be determined so that number of 

candidate sensors ( P ) is sufficiently larger than the required number of input sensors and candidate sensors are 

widely distributed for the entire region. 
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We initially set the number of input sensors M  to * 1N + . Among the P  candidate sensors, the combination 

that minimizes the condition number of TT T  in Eq. (3.16) determines M  input sensors [24, 82] and evaluates 

the estimation error allE  in Eq. (3.17). If M  input sensors satisfy the following condition 

 

all trunE ( ) EM ≤ , (3.22) 

 
the currently selected input sensors become the final; otherwise, the above process is repeated by increasing the 

number of input sensors one by one. 

 

If Eq. (22) is satisfied, it means that no overfitting occurred in the strain field estimation; that is, because allE  by 

the selected M  input sensors is as sufficiently small as minE , the minimum error that the given basis can have, 

strain is properly estimated in the entire region of the structure. 

 

Fig. 3.5 summarizes the entire procedure of the sensor placement proposed in this study. First, the FE model of a 

structure is constructed, and a sufficient number of virtual sensors are initially placed in the desired area. 

Considering the target performance of virtual sensing, trunE  in Eq. (3.19) and Eq. (3.22) and candE  in Eq. (3.21) 

are determined. The appropriate number of basis vectors *N  is determined by using Eq. (3.19) and a group of 

candidate sensors are made by utilizing Eq. (3.21). The final input sensors satisfying Eq. (3.22) with the minimum 

number M  are selected among the P  candidate sensors considering the condition number of TT T . 
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Figure 3.5: Entire procedure of the proposed sensor placement method. 
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Let us see the example of sensor placement by the proposed method for a beam structure under the operational 

load with fixed ends. The beam structure consists of 20 beam elements, and a strain sensor is placed virtually at 

the center of top surface of all elements. To obtain reference strain field, the number of basis vector is 2N =

using the 1st and 2nd eigenvectors as displacement modes, and the number of sensors to be applied is 3M = . 

 

Fig. 3.6(a) shows the target strain field and reference strain field of the structure for the operational load. Fig. 

3.6(b) compares the two strain fields and shows 4 candidate sensor placement points of intersections of two fields 

(hollow circles), and the 3 points (solid circles) finally selected considering the condition number. 

 

 

Figure 3.6: Example for sensor placement by proposed method: (a) Target and reference strain fields, (b) 

Intersections between two strain fields as candidates and finally selected points minimizing condition number. 
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3.5 Existing sensor placement methods 

 

Among existing sensor placement methods, we briefly introduce Average Driving Point Residue (ADPR) [78, 79], 

Eigenvalue Vector Product (EVP) [78-80], Effective Independence (EfI) [84], and Minimizing Condition Number 

(CN) [24, 82, 83]. It is important to note that the methods were developed for the purpose of modal testing and 

thus do not consider operational loads. We compare their performances with that of the sensor placement method 

proposed in this research. 

 

The ADPR method [78, 79] defines the averaged contribution of the ith candidate sensor for N  basis vectors as 

1
ADPR DPR

N

i ij
j=

= ∑  with ( ) 2DPR ( ( ) ( , , )) /im
ij i j i i i jr s t w= Q n Ψ ,  (3.23) 

 

where jw  is the jth natural frequency of a target structure and DPR ij  is the normalized contribution at the ith 

candidate sensor for the jth basis vector. Initially located sensors are ranked in order of magnitude of ADPR and 

M  input sensors with larger ADPR are sequentially selected among them. 

 

The EVP method [78-80] defines the multiplied contribution of the ith candidate sensor for N  basis vectors as 

1 2
1

EVP T T T T
N

i ij i i iNj=
= ∏ =  . (3.24) 

 

where Tij   is the component of ith row of jth basis vector. Initially located sensors are ranked in order of 

magnitude of EVP and M  input sensors with larger EVP are sequentially selected among them. This method 

prevents sensors from selecting at nodal points of each mode and maximizes vibration energy. 

 

The EfI method [84] seeks input sensors that maximize the independence between basis vectors. Effective 

independence matrix ( E ) and its diagonal term, DE , are defined for L  sensors initially placed on a structure 

D diag( )=E E  with T 1 T[ ]−=E T T T T , (3.25) 

 

where diag( )⋅   is an operator that extracts the diagonal components of the matrix, and the ith value of DE  

corresponds to the ith candidate sensor. The candidate corresponding to the minimum value of DE  is removed 

and DE  is for the remaining ( 1)L −  input sensors. This procedure is repeated until the desired M  sensors are 

left. 
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In the CN method [24, 82, 83], we find a group of input sensors to minimize the condition number of TT T  

matrix, which has the effect of increasing the independency between basis vectors. Since the possible combination 

of input sensors are very large in general, optimization algorithm is required to find the sensor group in practice. 

In this study, Genetic Algorithm (GA) is used to find the optimal group minimizing the condition number of TT T . 

Note that GA is a useful method for finding appropriate solutions in such combinatorial optimization problems 

[81, 85]. 
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3.6 Numerical examples 

 

The sensor placement method proposed in this paper is applied to the Jacket structure, Cut-out plate structure, and 

L-shaped bracket structure according to the sensor placement procedure in Fig. 3.5. In all examples, we apply 

trunE 0.1=  to select the numbers of basis vectors and sensors and candE 0.05=  to determine the candidate points. 

We also apply 1ks =  with the same weights for each target response. 

 

The FE model for each example is composed of MITC3 and MITC4 shell elements [47, 55, 56, 86], and the mesh 

is constructed using elements of sufficiently small size for the FE analysis results to converge. The material 

properties of the structure for each example are shown in Table 1. Although arbitrary locations and directions can 

be considered for sensor placement, the sensor locations are restricted to the center points on the surface of each 

element and 4 sensor directions are considered: 0θ =  , 45 , 90 , and 135  with an arbitrary reference axis 

as depicted in Fig. 3.7. 

 

 

 

 
Figure 3.7: Center of top surface of element and the angle of strain sensor considered. 
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The performance of each sensor placement method is assessed through the accuracy of virtual sensing with the 

determined sensor placement. To simulate the situation of virtual sensing on a real structure through numerical 

experiments, the load ˆ ( )tR  acting on the real structure is assumed by adding the noise of the load to the idealized 

operational load in Eq. (3.12) as 

1 1

ˆ ˆ( ) ( ) ( ) ( )
K K

i i i
i i

t t t t
= =

= = + ∆∑ ∑R R R R                                           (3.26a) 

where ( ) ( )i i Rt t X∆ =R R  with 2~ (0.1,0.1 )RX N .                                      (3.26b) 

( )i t∆R  representing the uncertainty of the load is obtained by considering a normal distribution RX  with mean 

of 0.1 and standard deviation of 0.1 to the ideal load ( )i tR . 

 

The response of the structure under ˆ ( )tR  loading is calculated by dynamic implicit analysis, with a sampling 

rate of 1000 Hz and Rayleigh damping coefficients α  and β  for the damping matrix C  as [47] 

1 2

1 2

2ωω
α ζ

ω ω
=

+
 and 

1 2

2β ζ
ω ω

=
+

 with 0.05ζ = .                       (3.27) 

 
For the measured strain vector ( )te  , measurement noise noise ( )tε  is added to the FE ( )tε  calculated by the FE 

analysis as 

FE noise( ) ( ) ( )t t t= +e ε ε                      (3.28a) 

with noise FE( ) ( )t t X ε=ε ε  and ~ ( 0.05,0.05)X Uε − .                         (3.28b) 

The measurement noise is obtained by applying a uniform distribution ranging from −0.05 to 0.05 to the FE 

strain.  

 

We evaluate the performance of virtual sensing by repeating the numerical experiment I  times to consider the 

randomness of the parameters kw  , kt  , kΩ  , kα  , and noise RX   for loads, and the noise X ε   for the 

measurement. Finally, the accuracy of the virtual sensing is evaluated using the mean [ ]allE ( )iµ  and standard 

deviation [ ]allE ( )iσ   of the estimation error allE ( )i  , where allE ( )i  denotes the estimation error of the virtual 

sensing at the ith iteration. 

  



- 65 - 

3.6.1 Jacket structure 

 

The jacket structure is one of the typical fixed offshore structures and is subjected to continuous repetitive loading 

by waves, wind and working facilities. For the jacket structure, Eq. (3.12) is expressed as follows using the 

horizontal loads due to waves and wind and the vertical load due to the working area. 

 
1 1 1 1 1 2 2 2 2 2

3 3 3 3 3

( ) cos(2 ) ( ) cos(2 ) ( )
cos(2 ) ( )

t w t u t w t u t
w t u t

π α π α
π α

= Ω + + Ω +
+ Ω +

R R R
R

                      (3.29) 

where 1R  and 2R  represent the distribution of x- and y-directional horizontal loads by waves and wind, and 

3R  represents the distribution of z-directional vertical loads by working facilities. Fig. 3.8 shows the geometry 

and boundary conditions of the jacket structure with the distribution of the operational loads 1R , 2R , and 3R . 

The material properties are listed in Table 1. The axis of 0θ =   for defining sensor direction is set to the axial 

direction of the pipe where each element belongs. 

 

 
The horizontal loads 1R  and 2R  due to wave and wind have low excitation frequencies compared to the natural 

frequency of the structure, leading to a quasi-static behavior. The vertical load 3R  due to working facilities also 

has a lower frequency than the 1st natural frequency of the jacket structure to avoid resonance. Therefore, 

excitation frequencies for 1R , 2R , and 3R  are considered to be 0, 5, and 10 Hz, which are lower than the 1st 

natural frequency of jacket structure, 22 Hz. The target strain field corresponding to each operational load is 

described in Fig. 3.9. 
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Table 3.1: Material properties of examples. 

Example E [MPa] υ [ − ] Thick [mm] ρ [kg/mm3] 

Jacket 3900 0.3 2.0 1.2 × 10−9 

Cut-out plate 200 × 103 0.3 0.1 7.8 × 10−9 

L-shaped bracket 3900 0.3 10.0 1.2 × 10−9 
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Figure 3.8: Operational loads applied to jacket structure: (a) Lateral load in x-direction, (b) Lateral load in 

y-direction, (c) Vertical load in z-direction. 

 

 
 

 

Figure 3.9: Target deformed shape by operational loads: (a) Bending shape by lateral loads in x-direction, 

(b) Bending shape by lateral loads in y-direction, (c) Deformed shape by vertical loads in z-direction 
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The number of basis vectors is determined by Eq. (3.19). Fig. 3.10 shows the minimum estimation error minE  

for the target strain field according to number of basis vectors, where the minimum number of basis vectors that 

satisfies the target performance is * 9N = .  

 

 
Figure 3.10: Numerical example 1: Determination of the number of basis vectors. 

 

By applying the determined number of basis vectors, 9N = , the location, direction, and number of sensors are 

determined to satisfy Eq. (3.22). In addition, sensor placement is considered in the area above the waterline since 

most of area of jacket structure is submerged in water. The proposed sensor placement method satisfies the target 

performance when the number of sensors is 15M =  or more.  

 

To compare the virtual sensing performance according to sensor placement determined by each sensor placement 

method, the same number of sensors and determined number of basis vectors are applied to each method. Figs. 

3.11(a) and (b) show the estimation error allE  of each sensor placement method for the target strain field with 

9N =  and 15M =  and the sensor placement determined by the proposed method, respectively. The estimation 

error of the proposed method is closest to minE  among sensor placement methods.  

 

While the existing sensor placement methods fail to find a sensor placement that satisfies the target performance 

from the initial sensors limited above the water depth, the proposed method determines a sensor placement that 

satisfies the target performance using a small number of sensors, which means that the proposed method is capable 

of sensor placement considering the performance of virtual sensing and efficiency from the perspective of sensor 

cost.  
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Figure 3.11: Numerical example 1: (a) Estimation errors of each sensor placement method for target 

responses, (b) Determined sensor placement by the proposed method. 
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Next, numerical experiments are conducted to verify that the determined sensor placement performs virtual 

sensing properly in operational state. The ranges of the random parameters for the numerical experiment are 

0 1kw< ≤  , 0 1kt≤ ≤  , 0 10k≤ Ω ≤  , and 0 2kα π≤ ≤   with the number of iterations 10I =   and damping 

coefficients 7.2α =  and 43.5 10β −= × . Fig. 3.12 shows the signal of relative magnitude for each iR  at an 

arbitrary iteration.  

 

 

 
Figure 3.12: An example of load signal of each load during numerical experiment for jacket structure. 

 

 

Fig. 3.13(a) shows the mean and standard deviation of the estimation error for 10 iterations. The sensor placement 

by the proposed method shows the minimum estimation error closest to minE   among the sensor placement 

methods. Fig. 3.13(b) compares the estimated strain field on the deformed shape by the proposed method with 

that of the FE solution at a moment of iterations, where the two results are in good agreement. The norm ratio and 

correlation of the estimated strain vector to that of the FE solution is 1.02 and 0.99, respectively. 

 

 

 

 

0 0.2 0.4 0.6 0.8 1
-1

0

1 R1

0 0.2 0.4 0.6 0.8 1
-1

0

1 R3

0 0.2 0.4 0.6 0.8 1
-1

0

1 R2

1 1 1sin(2 ) ( )t u tπ αΩ +

2 2 2sin(2 ) ( )t u tπ αΩ +

3 3 3sin(2 ) ( )t u tπ αΩ +



- 71 - 

 

Figure 3.13: Numerical example 1: (a) Estimation error of each sensor placement method during numerical 

experiment, (b) Estimated strain distribution on the deformed shape using determined sensor placement by the 

proposed method with that of FE analysis at one of iterations during numerical experiment. 
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3.6.2 Cut-out plate structure 

 

Fig. 3.14 shows the FE model of a cut-out plate structure supported at both ends and the distributions of four 

assumed operational loads. The target strain field consists of 20 cases with frequencies of 0, 43, 96, 121, and 225 

Hz (static and 80% of the 1st to 4th natural frequencies of the structure) applied to the 4 main loads. The nodes 

colored in pink represent the fixed boundary conditions, and the material properties are listed in Table 1. The axis 

of 0θ =   for defining the sensor direction is aligned with the x-direction. This structure is a representative plate 

structure whose behavior is dominated by deflection. This example demonstrates the performance of sensor 

placement on such structures.  

 

 

 
Figure 3.14: Numerical example 2: Cut-out plate structure with its boundary conditions and operational 

loads.  
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The number of basis vector is determined by Eq. (3.19). Fig. 3.15(a) shows the estimation error for the target 

strain fields as a function of the number of basis vector, where * 9N =  is the minimum number of basis vector 

that satisfies the target performance. 

 

By applying the determined number of basis vectors, 9N = , the location, direction, and number of sensors are 

determined to satisfy Eq. (3.22). Fig. 3.15(b) shows the minimum number of sensors that satisfy Eq. (3.22) for 

each sensor placement method. The proposed method and EfI method satisfy the target performance when the 

number of sensors is M=10 or more. The proposed method enables efficient sensor placement from the perspective 

of sensor cost, and it uses small number of sensors compared to other methods to achieve sensor placement that 

satisfies the target performance. 

 
Figure 3.15: Numerical example 2: (a) Determination of the number of basis vectors, (b) Minimum number 

of sensors for each sensor placement method. 
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To compare the virtual sensing performance according to sensor placement determined by each sensor placement 

method, the same number of sensors and determined number of basis vectors are applied to each method. Fig. 

3.16 shows the estimation error of each sensor placement method for target responses and the sensor placement 

determined by the proposed method when 9N =  and 11M = . The estimation error of the proposed method, 

EfI method, and CN method for the target strain fields are quite close to minE . 

 

 

 
Figure 3.16: Numerical example 2: (a) Estimation errors of each sensor placement method for target 

responses, (b) Determined sensor placement by the proposed method. 
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Next, numerical experiments are conducted to validate that the determined sensor placement performs virtual 

sensing with high accuracy in operational state. The ranges of the random parameters for the numerical experiment 

are the same with those of example 1 with the damping coefficients 23.3α =  and 59.1 10β −= × . 

 

Fig. 3.17 shows the results of the numerical experiments. Fig. 3.17(a) shows the mean and standard deviation of 

the estimation error of sensor placement methods. Except for ADPR and EVP method, estimation errors are quite 

low. In this example, the proposed method and some existing methods find the appropriate sensor placement, 

which is expected because the geometry and behavior of the structure are relatively simple. Fig. 3.17(b) compares 

the estimated strain field on the deformed shape of the proposed method with that of the FE solution at a moment 

of iterations, where the two results are in good agreement. The norm ratio and correlation of the estimated strain 

vector to that of the FE solution is 1.0 and 0.99, respectively. 
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Figure 3.17: Estimation error of each sensor placement method during numerical experiment, (b) Estimated 

strain distribution on the deformed shape using determined sensor placement by the proposed method with that 

of FE analysis at one of iterations during numerical experiment. 
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3.6.3 L-shaped bracket structure 

 

Fig. 3.18 shows the FE model of a L-shaped bracket structure and the distributions of four assumed operational 

loads. The target strain field consists of 20 cases with frequencies of 0, 22, 63, 111, and 151 Hz (static and 80% 

of the 1st to 4th natural frequencies of the structure) applied to the 4 main loads. The nodes colored in pink 

represent the fixed boundary conditions, and the material properties are listed in Table 1. The axis of 0θ =   for 

defining the sensor direction is aligned with the x-direction for the elements in bottom and z-direction for the 

other elements. This structure exhibits a variety of behaviors, including deflection, torsion, and rotation; thus, this 

example demonstrates the performance of sensor placement on arbitrary structures.  

 

 

 

 
Figure 3.18: Numerical example 3: Chair-shaped structure with its boundary condition and operational 

loads. 

 

Fixed BC [mm]

R2

R3

R1

R4

300

300

300
y

z

x



- 78 - 

The number of basis vector is determined by Eq. (3.19). Fig. 3.19(a) shows the estimation error for the target 

strain fields as a function of the number of basis vector, where * 5N =  is the minimum number of basis vector 

that satisfies the target performance. 

 

By applying the determined number of basis vectors, 5N = , the location, direction, and number of sensors are 

determined to satisfy Eq. (3.22). Fig. 3.19(b) shows the minimum number of sensors that satisfy Eq. (3.22) for 

each sensor placement method. The proposed method, EfI method, and CN method satisfy the target performance 

when the number of sensors is 6M = or more. The proposed method enables efficient sensor placement from the 

perspective of sensor cost, and it uses small number of sensors compared to other methods to achieve sensor 

placement that satisfies the target performance. 

 
Figure 3.19: Numerical example 3: (a) Estimation errors of each sensor placement method for target 

responses, (b) Determined sensor placement by the proposed method. 
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To compare the virtual sensing performance according to sensor placement determined by each sensor placement 

method, the same number of sensors and determined number of basis vectors are applied to each method. In 

addition, to consider constrained sensor installation area in actual structures, limit the area of the initially located 

sensors as shown in Fig. 3.20(a). Figs. 20(b) and (c) show the sensor placements determined by the proposed 

method and the estimation error of each sensor placement method for the target strain fields, respectively, when 

5N =  and 7M = . The estimation error of the proposed method for the target strain fields are closest to minE . 

 

Fig. 3.21 shows the results of the numerical experiment for the proposed method, which is performed under the 

same conditions with those of previous examples and the damping coefficients 12.8α =  and 41.5 10β −= × . Fig. 

21(a) shows the mean and standard deviation of the estimation error of sensor placement methods, where proposed 

methods shows the lowest estimation error. Fig. 21(b) compares the estimated strain field on the deformed shape 

by the proposed method with that of the FE solution at a moment of iterations, where the two results are in good 

agreement. The norm ratio and correlation of the estimated strain vector to that of the FE solution is 1.02 and 0.96, 

respectively. 
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Figure 3.20: Numerical example 3: (a) Estimation errors of each sensor placement method for target 

responses, (b) Determined sensor placement by the proposed method. 
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Figure 3.21: Numerical example 3: (a) Estimation error of each sensor placement method during numerical 

experiment, (b) Estimated strain distribution on the deformed shape using determined sensor placement by the 

proposed method with that of FE analysis at one of iterations during numerical experiment. 
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Table 3.2 summarized mean and standard deviation of the estimation error of each sensor placement method and 

each example in numerical experiment. The proposed sensor placement method determines the sensor placement 

such that the estimated strain fields are close to the target (or reference) strain field regardless of the structure. In 

addition, even when the sensor installation area is constrained, the proposed method still finds an appropriate 

sensor placement unlike other sensor placement methods.  

 

 

 

Table 3.2: Mean and standard deviation of estimation error during numerical experiment of sensor 

placement methods according to examples. 

Example ADPR EVP EfI CN Proposed 

Jacket 𝜇𝜇 =0.11 
𝜎𝜎 =0.04 

4.15 
1.25 

0.79 
0.33 

0.54 
0.20 

0.24 
0.07 

Cut-out plate 0.60 
0.30 

1.36 
0.30 

0.11 
0.02 

0.14 
0.03 

0.14 
0.02 

L-shaped bracket 0.70 
3.83 

5.47 
2.96 

0.74 
0.30 

0.29 
0.12 

0.24 
0.11 
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3.7 Conclusions 

 

In this Chapter, the novel sensor placement method is proposed for virtual sensing. Since the accuracy of virtual 

sensing varies depending on the sensor placement, a method that can determine the proper sensor placement is 

required. The method presented in this paper determines a sensor placement showing higher virtual sensing 

accuracy even in the case of various types of structures and constrained sensor installation areas by considering 

operational loads of the structure. 

 

First, target strain fields corresponding to operational loads are constructed using FE analysis, and the number of 

basis vectors that satisfy the target performance is determined using the minimum estimation error. Next, sensors 

are placed at the intersection between the target strain field and the reference strain field that is the maximum 

accurate estimated strain field by the given basis vectors for the target strain field. 

 

The proposed method is applied to 3 different structures. The proposed method shows the efficiency of finding 

the sensor placement that satisfies the target performance with a small number of sensors. Through numerical 

experiments, the sensor placement results are applied to virtual sensing and its performance is evaluated using the 

estimation error. The sensor placement by the proposed method shows high virtual sensing accuracy and 

robustness compared to existing sensor placement methods. In particular, the more complex the geometry of the 

structure and the more diverse the behavior of the structure, the higher the virtual sensing performance of the 

proposed method compared to the existing methods. Therefore, the proposed sensor placement method is suitable 

for various structures, and constrained sensor installation area.  

 

For the future works, guidelines for determining trunE  and candE  are required for more accurate virtual sensing 

and completeness of the proposed method. Finally, the proposed method the sensor placement by the proposed 

method will be applied to actual structures to validate the performance of the proposed method in real conditions.   
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Chapter 4. Conclusions and Future works 

 

4.1 Conclusions 

 

This dissertation comprehensively explores virtual sensing, covering a wide range of aspects from its formulation 

to numerical schemes aimed at improving strain estimation accuracy. The proposed procedure ensures accurate 

and reliable virtual sensing, applicable in real-time structural deformation estimation for next-generation 

technologies like structural health monitoring, digital twin, virtual reality, etc. 

 

In Chapter 1, the concept of virtual sensing and research background are introduced briefly with the objective and 

scope of the dissertation. 

 

In Chapter 2, a comprehensive virtual sensing procedure based on the mode superposition method is formulated. 

This formulation serves as a starting point for the further development of virtual sensing schemes by subsequent 

researchers. Additionally, the virtual sensing procedure is enhanced by incorporating regularization of generalized 

coordinates into the conventional least square method to improve accuracy and stability of virtual sensing. The 

improved virtual sensing more accurately estimates the strain field, alleviating the overfitting problem of the 

conventional least square method. Finally, the virtual sensing is applied to a lab-scale jacket structure having a 

complex geometry considering wave loads both numerically and experimentally. This evaluation aims to assess 

the performance of strain field estimation. In numerical tests, strain and deformed shape are well estimated over 

the entire area of the structure. In experimental tests, strains at validation sensors are accurately estimated and the 

estimated strain field and deformed shape are also physically reasonable, despite disturbances from truncation and 

measurement errors. It is concluded that the performance of virtual sensing is improved by the proposed 

regularization scheme and the accuracy and feasibility of virtual sensing is verified through experiments. 

 

In Chapter 3, a guideline for proper number of basis vectors and a novel sensors placement method are proposed. 

The number of basis vector by the proposed guideline satisfies target performance of virtual sensing. The guideline 

would be very useful for actual installation of virtual sensing system. In addition, the novel sensor placement 

method is proposed considering operational loads for proper and efficient sensor placement, where sensors are 

placed on intersection between target and reference strain fields. The proposed method gives better sensor 

placement for an accurate and robust virtual sensing, especially when sensor installation region is limited. The 

guideline and sensor placement method are validated through numerical experiment for various examples, 

resulting that the proposed method finds better sensor placement having high virtual sensing performance 

compared to existing methods, regardless of target structures and sensor placement conditions. 
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4.2 Future works 

 

Mode-based virtual sensing offers the advantage of estimating deformation using a small number of sensors, 

ensuring accurate and stable deformation estimation using basis vectors considering operational loads of the 

structure. This method, however, has a limitation in accuracy when unconsidered loads are applied to the structure. 

Given that actual structures generally experience specific loads according to their original purpose rather than 

arbitrary ones, mode-based virtual sensing is a very efficient and reasonable approach. For more versatility, this 

method needs to be improved to cover various types of operational loads. The load-dependent issue can be 

addressed by using a POD basis capable of covering various types of operational loads. Alternatively, ANN-based 

approach or adaptively changing basis based on structural response would be another solution. 

 

Strain data is employed in this research as a structural response due to its simplicity and cost-effectiveness. 

Depending on the response type, such as acceleration, velocity, displacement, etc., it may be advantageous to 

capture specific behaviors of the structure. In addition, limitations in the measuring range or resolution may arise 

depending on the target response and sensor types. Therefore, measuring various physical quantities enables a 

more comprehensive capture of structural behavior and facilitates monitoring a wide range and detailed structural 

health state. To apply various responses to virtual sensing, measured responses need to be normalized properly, 

and FE formulation is necessary to create basis vectors corresponding to the responses. 

 

Finally, it is crucial to validate the performance of virtual sensing on real-scale structures under operational loads 

after further improvement to account for various operational loads and a wide range of responses.  
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Appendix A. Error sources of virtual sensing 

 

In this Chapter, error sources existing in virtual sensing is analyzed how they reduce estimation accuracy. 

Generally, the number of sensors used for strain estimation in virtual sensing is quite small compared to the 

number of DOFs of the corresponding FE model due to the cost, maintenance, and installation difficulties of 

sensors. In addition, measurement errors such as overshooting and noise signal are captured together with the 

physical strain signal of the structure during measurement. Furthermore, the least square solution used in virtual 

sensing calculates the generalized coordinates through orthogonal projection, resulting strain error is orthogonal 

to basis vectors. Limited sensing region, strain error, and orthogonal projection affects together on reducing the 

accuracy of the virtual sensing (Fig. A.1). 

 

 

 

 

Figure A.1: Error sources of virtual sensing. 
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The correlations of basis vectors in the sensing region are different from those over the full-field region. Let's 

consider the correlations of the strain basis vectors for the free vibration part described in Chapter 2. Correlation 

is calculated using MAC as [87, 88] 

 
T 2

T T

( )
MAC

( )( )
i j

ij
i i j j

=
T T

T T T T
  (A.1) 

 

Fig. A.2 shows the correlations of basis vectors for the full-field region and sensing region where the value of ith 

row and jth column corresponds to the correlation between iT  and jT . Strain basis vectors over the full-field 

region have an orthogonal relationship as shown in Fig. A.2(a) but those are correlated in the sensing region as 

shown in Fig. A.2(b). 

 

 

 

Figure A.2: Correlations of strain basis vectors according to considering region. 

 

 

Since the least square solution is calculated through orthogonal projection on the basis vectors considered, the 

strain error is always orthogonal to the basis vectors. Fig. A.3(a) shows the relationship between strain basis 

vectors T , measured strain e , estimated strain ε , and strain error errε  for the full-field region. The estimated 

strain considering full-field region corresponds to the reference strain having the maximum accuracy that given 

basis set can have. 
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In the actual sensing, strain is measured only at sensor locations, so the result of the least square solution of the 

full-field region is re-described in the sensing region as shown in Fig. A.3(b). In the sensing region, the correlations 

between basis vectors are changed, resulting that strain error that is orthogonal to all basis vectors in the full-field 

region is no longer orthogonal in the sensing region; thus, estimated strain and strain error is re-calculated in the 

sensing region. The result of the least square solution in the sensing region is expressed with ε  for estimated 

strain and errε  for strain error. In the sensing region, there is quite difference between the estimated strain ε  

considering full-field region and the estimated strain ε  considering only sensing region. The difference also 

exists in the other area where strain is virtually measured, and the difference in the virtual region would be much 

larger. The larger the difference in the sensing region between ε  and ε , the larger the estimation error. 

 

 

 

 

Figure A.3: Orthogonal projection of least square solution. 
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The measured strain is divided into approximated strain by the linear combination of basis vectors and strain error 

consisting of the truncation error and the measurement error. In the full-field region, 
 

err= +e ε ε  with =ε Tq , (A.2) 

 

where q  is the generalized coordinate vector corresponding to reference strain considering full-field region. 

 
Substituting Eq. (A.2) into Eq. (2.14),  

 
T 1 T T 1 T T

err( ) ( ) ( )− −= = +q T T T e T T T ε T ε .                             (A.3) 

 

The generalized coordinate vector for full-field region,  

T 1 T( )−= =q q T T T ε   with  T
err =T ε 0 ,                       (A.4) 

 
where strain error does not affect the value of the generalized coordinate vector because strain error is orthogonal 

to strain basis vectors. Thus, the q  having the maximum accuracy is obtained if full-field region is considered. 

 

In contrast, the generalized coordinates for the sensing region, 

 

err= +q q q   with  T 1 T( )−=q T T T ε , T 1 T
err err( )−=q T T T ε .                (A.5) 

 
The strain error considering full-field region is no longer orthogonal to strain basis vectors in the sensing region 

as shown in Fig. A.3. This results in a difference by errq  for the q  and this reduces the accuracy of the virtual 

sensing over the entire area of the structural, not only sensing region but also virtual sensing region.  

 

The correlations of basis vectors by the limited sensing region, strain error by truncation and measurement error, 

and orthogonal projection of least square solution cause errq  in the sensing region. Therefore, these are error 

sources of virtual sensing reducing the performance of virtual sensing.  
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Appendix B. Regularization factor 

 

Regularization of generalized coordinates in Eq. (2.32) shows good virtual sensing performance with the proper 

regularization factor α. Parametric studies are, however, required to determine the proper α value depending on 

the structures. As the regularization factor increases, estimated strain converges to zero because generalized 

coordinates converge to zero to minimize the cost function in Eq. (2.31).  

 

To prevent estimated strain from converging to zero, the generalized coordinate vector is scaled by a scale factor 

β  as  

 
T 1 T( )β β α −′= = +q q T T I T e .  (B.1) 

 

Substituting Eq. (B.1) to Eq. (2.13), the cost function is re-defined  
 

( )2 T T

1
( ) ( ) ( ) ( )

M

i i
i

C eε β β
=

′ ′= − = − − = − −∑ ε e ε e Tq e Tq e , (B.2) 

and minimizing the cost function by 0C
β
∂

=
∂



, the following scale factor β  is found as 

 
T

T

( )
( ) ( )

β
′

=
′ ′

Tq e
Tq Tq

  with  T 1 T( )α −′ = +q T T I T e .  (B.3) 

 

 
Using the scaled generalized coordinate vector with the resulting β , nodal displacement vector and strain and 

stress fields are estimated by Eq. (2.15), Eq. (2.16), and Eq. (2.17), respectively. 

 

In order to analyze the effect of regularization factor on strain estimation, virtual sensing is carried with a wide 

range of regularization factor α  and evaluated by estimation error. The estimation error is defined with estimated 

and measured strain vectors consisting of 26 axial strains at input and validation sensors during 4 times periods 

of the wave as 

4

0

( ) ( )1Err
4 ( )

T t t
dt

T t
−

= ∫
ε e

e
  (B.4) 

where T   is the wave period, ( )te  is measured strain vector at time t  , and ( )tε   is estimated strain vector 

corresponding to ( )te .  
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Fig. B.1 shows estimation error according to regularization factor, where errors are normalized by that of the 

conventional least square solution in Eq. (2.14). The estimation error with the regularization scheme decreases in 

the beginning, and then converges as the regularization factor increases. In addition, the difference is not 

significant between minimum estimation error and converged estimation error. 

 

 

    

Figure B.1: Estimation error according to regularization factor. 

 

 

This result implies that high estimation accuracy, as much as that of optimal regularization factor, would be 

obtained using a sufficiently large regularization factor to Eq. (2.32), and the parametric study to determine the 

value of α is not required.  

 

As the regularization factor becomes larger, T( )α+T T I  in Eq. (2.32) converges to the identity matrix whose 

components is α ; that is,  

 
T( )α α+ ≈T T I I   with  Tmax( )α >> T T   (B.5) 

 

where Tmax( )T T  denotes the maximum value among absolute of TT T  components. 
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In other words, if the regularization factor is large enough, it has the same effect as assuming that basis vectors 

are uncorrelated. Therefore, regularization scheme is modified using the assumption that strain basis 

vectors are uncorrelated, but maintaining the estimation accuracy as much as that with optimal α . 

 

Assuming the basis vectors are completely uncorrelated, the generalized coordinate vector becomes 

proportional to the measured strain vector projected on the strain basis vectors; that is, the generalized 

coordinate vector is expressed using a scale factor γ  as 

 
Tγ=q T e                                                (B.6) 

 

Substituting Eq. (B.6) into Eq. (2.13), the cost function is re-defined  
 

( )2 T T

1

ˆ ( ) ( ) ( ) ( )
M

i i
i

C eε γ γ
=

= − = − − = − −∑ ε e ε e Tq e Tq e . (B.7) 

 

In the same way, minimizing the cost function by 
ˆ

0C
γ

∂
=

∂
, the optimal scale factor γ  is found as 

 
T T T 1 T T(( ) ( )) ( )γ −= TT e TT e TT e e .  (B.8) 

 

As a result, with the uncorrelated basis assumption, generalized coordinate vector is calculated as 
 

( ) 1T T T T T T( ) ( ) ( )
− =   

q TT e TT e TT e e T e .  (B.9) 

 

 
The regularization with the uncorrelated assumption T( max( ))α >> T T  calculates the ith generalized coordinate 

using only ith strain basis vector as Eq. (B.9), whereas the conventional least square solution ( 0)α =  in Eq. 

(2.14) calculates the ith generalized coordinate using N  given strain basis vectors. That is, the regularization 

factor α  adjusts the extent of correlation between basis vectors according to its value.  

 

This means the regularization scheme estimates the solution with low order approximation using low DOFs 

compared to the conventional least square solution, and the order of approximation is adjusted by the 

regularization factor α . As α  increases, the regularization scheme approximates the solution with lower orders, 

and if the value of α  is large enough to make the basis vectors uncorrelated completely, solution is approximated 
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using only 1 DOF T( )i iγ=q T e . This results in a relatively smooth representation of estimated strain and improves 

the performance of the virtual sensing by preventing estimated strain from being overfitted to the measured strain. 

Therefore, the regularization scheme, mitigating overfitting through low order approximation, will be more 

effective when measured strain signal contains some amount of strain error that causes overfitting. 

 

In projection perspective, regularization scheme approximates the solution through the tilted projection on the 

basis vectors rather than orthogonal projection as described in Fig. B.2, which allows more accurate strain 

estimation. The direction of the tilted projection is adjusted according to the regularization factor α . 

 

Furthermore, if basis vectors are nearly orthogonal, the regularization with uncorrelated assumption is appropriate 

to apply, but if highly correlated, the regularization with the proper α  determined through the parametric study 

is recommend. 

 

 

 

 
Figure B.2: Tilted projection of regularization scheme. 
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